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Operating System

Unit 1: Introduction Operating System (OS)

11

Objective This unit provides a brief description and understanding about one of essential resource of the computer i.e. its
‘Operating System’. The unit first presents several definitions of Operating System and then provides different goals and
services provided by the operating system. Other topics covered within the unit are as follows, « Operating Systems as an
Extended Machine and Resource Manager « Operating Systems Classification « Operating Systems Goals, Functions /
Services

1.2 Introduction to Operating System An Operating Systems are so ubiquitous in computer operations that one hardly
realizes its presence. Most likely you must have already interacted with one or more different operating systems. The
names like DOS, UNIX etc. should not be unknown to you. These are the names of very popular operating systems. Try to
recall when you switch on a computer what all happens before you start operating on it. In a typical personal computer
scenario, this is what happens. Some information appears on the screen. This is followed by memory counting activity.
Keyboard, disk drives, printers and other similar devices are verified for proper operation. These activities always occur
whenever the computer is switched on or reset. There may be some additional activities. These activities are called
power-on routines. You know a computer does not do anything without properly instructed. Thus, for each one of the
power-on activities also, the computer must have instructions. These instructions are stored in a non-volatile memory,
usually in a ROM. The CPU of the computer takes one instruction from this ROM and executes it before taking next
instruction. One by one the CPU executes these instructions. Once, these instructions are over, the CPU must obtain
instructions from somewhere. Usually these instructions are stored on a secondary storage device like hard disk, floppy
disk or CD-ROM disk. These instructions are collectively known as Oper- ating System and their primary function is to
provide an environment in which users may execute their own instructions. Once the operating system is loaded into the
main memory, the CPU starts executing it. Operating systems run in an infinite loop, each time taking instructions in the
form of commands or programs from the users and executing them. This loop continues until the user terminates the
loop when the computer shuts down.

1.2.1 Some Definitions Operating system is the most important program on a computer. It basically runs the computer
and allows other programs to run as well. The operating system does all the basic things that a computer needs to do,
such as recognizing inputs from the mouse or the keyboard. It keeps track of where all the files are on the computer. It
allocates resources to the various programs that are running, and it prevents unauthorized access to the computer. The
most popular operating system today is Microsoft's Windows operating system. Macintosh computers have their own
operating system, the most recent of which is called Mac OS X. There are also open-source operating systems such as
Linux. Some

of the important definitions

of

operating system are given as under: 1.
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Operating System is a software program that acts as an interface between the user and the computer.

91% MATCHING BLOCK 2/301 W

Operating System is a software program that acts as an interface between the user and the computer.

Itis a software package which allows the computer to function. 2. An operating system is a computer program that
manages the resources of a computer. It accepts keyboard or mouse inputs from users and displays the results of the
actions and allows the user to run applications or communicate with other computers via networked connections. 3. An
operating system is the collection of software that directs a computer’s operations, controlling and scheduling the
execution of other programs, and managing storage, input/output, and communication resources is it needed to write
sources. (Source:dictionary.com). 4. Operating system is a platform between hardware and user which is responsible for
the management and coordination of activities and sharing of resources of a computer. It hosts several applications that
run on a computer and handles the operations of computer hardware. 5. An operating system is the program that, after
being initially loaded into the computer bya boot pro- gram, manages all the other programs in a computer. The other
programs are called applications or application programs. The application programs make use of the operating system by
making requests for services through a defined application program interface (API). In addition, users can interact directly
with the operating system through a user interface such as a command language or a Graphical User Interface (GUI).
1.2.2 Goals An operating system is the most important program in a computer system. This is one program that runs all
the time, as long as the computer is operational and exits only when the computer is shut down.

Operating systems exist because they are a reasonable way to solve the problem of creating a usable computing system.
The fundamental goal of computer systems is to execute user programs and

to make solving user

problems easier.

Hardware of a computer is equipped with extremely capable resources — memory, CPU, I/O devices etc. All these
hardware units interact with each other in a well-defined manner. Hardware alone is not enough to solve a problem,
particularly

easy to use, application programs are developed. These various

programs require certain common operations, such as

those controlling the I/

O devices.

The common functions of controlling and allocating resources are then brought together into one piece of software: the
operating system.

It is easier to define operating systems by their functions, i.e., by what they do than by what they are. The computer
becomes easier for the users to operate, is

the primary goal of an operating system. Efficient operation of the computer system is

a secondary goal of an operating system. This goal is particularly important

for large, shared multi-user systems. These systems are typically expensive, so it is desirable to make them as efficient as
possible.
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Operating systems and computer architecture have had a great deal of influence on each other. To facilitate the use of
the hardware, operating systems were developed. As operating systems were designed and used, it became obvious that
changes in the design of the hardware could simplify them. Operating systems are the programs that make computers
operational, hence the name. Without an operating system, the hardware of a computer is just an inactive electronic
machine, possessing great computational power, but doing nothing for the user. All it can do is to execute fixed number
of instructions stored into its internal memory (ROM: Read Only Memory), each time you switch the power on, and
nothing else. Operating systems are programs that act as interface between the user and the computer hardware. They
sit between the user and the hardware of the computer providing an operational environment to the users and
application programs. For a user, therefore, a computer is nothing but the operating system running on it. It is extended
machine. Users do not interact with the hardware of a computer directly but through the services offered by operating
system. This is because the language that users employ is different from that of the hardware. Whereas users prefer to
use natural language or near natural language for interaction, the hardware uses machine language. It is the operating
system that does the necessary translation back and forth and lets the user interact with the hardware. The operating
system speaks users’ language one hand and machine language on the other. It takes instructions in form of commands
from the user and translates into machine understandable instructions, gets these instructions executed by the CPU and
translates the result back into user-understandable form. A user can interact with a computer if only he/she understands
the language of the resident operating system. You cannot interact with a computer running UNIX operating system, for
instance, if you do not know ‘UNIX language’ or UNIX commands. A UNIX user can always interact with a computer
running UNIX operating system, no matter what type of computer it is. Thus, for a user operating system itself is the
machine — an extended machine as shown in figure 1.1. The computer hardware is made up of physical electronic
devices, viz. memory, microprocessor, magnetic disks and the like. These functional components are referred to as
resources available to computers for carrying out their computations. All the hardware units interact with each other in
terms of electric signals (i.e. voltage and current) usually coded into binary format (i.e. 0 and 1) in digital computers, in a
very complex way.

Figure 1.1: Extended-machine view of operating system.

In order to interact with the computer hardware and get a computational job executed by it, the job needs to be
translated in this binary form called machine language. Thus, the instructions and data of the job must be converted into
some binary form, which then must be stored into the computer’'s main memory. The CPU must be directed at this point,
to execute the instructions loaded in the memory. A computer, being a machine after all, does not do anything by itself.
Which resource is to be allocated to which program, when and how, is decided by the operating system in such a way
that the resources are utilized optimally and efficiently

1.2.3 Generations The earliest operating systems were developed in the late 1950s to manage tape storage, but
programmers mostly wrote their own 1/O routines. In the mid-1960s, operating systems became essential to manage
disks, complex time sharing and multitasking systems. Today, all multi-purpose computers from desktop to mainframe
use an operating system. Consumer electronics devices increasingly use an OS, whereas in the past, they used custom
software that provided both OS and

application functionality.

Historically operating systems have been tightly related to the computer architecture, it is good idea to study the history
of operating systems from the architecture of the computers on which they run.

Operating systems have evolved through a number of distinct phases or generations which corresponds roughly to the
decades.

(

a)

The 1940's - First Generations The earliest electronic digital computers had no operating

systems.

Machines of the time were so primitive that programs were often entered one bit at time on rows of mechanical switches
(plug boards). Programming languages were unknown (

not even assembly languages). Operating systems were unheard of. (

b)

The 1950's - Second Generation

By the early 1950's, the routine had improved somewhat with the introduction of punch cards.
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The General Motors Research Laboratories implemented the first operating systems in early 1950’s for their IBM 701.
The system of the 50's generally ran one job at a time.

These were called single-stream batch processing systems

because programs and data were submitted in groups or batches. (

c)

The 1960's -

Third Generation

The systems of the 1960's were also batch processing systems, but they

were able to take better advantage of the computer’s resources by running several jobs at once.

So operating

systems

designers developed the concept of multiprogramming in which several jobs are in main memory at once; a processor is
switched from job to job as needed to keep several jobs advancing while keeping the peripheral devices in use.

For example,

on the

system with no multiprogramming, when the current job paused to wait for other I/O operation to complete, the CPU
simply sat idle until the 1/O finished. The solution for this problem that evolved was to partition memory into several
pieces, with a different job in each partition. While one job was waiting for I/O to complete, another job could be using
the CPU. Another major feature in third-generation operating system was the technique called spooling (Simultaneous
Peripheral Operations On Line). In spooling, a high-speed device like a disk interposed between a running program and a
low-speed device involved with the program in input/output. Instead of writing directly to a printer, for example, outputs
are written to the disk. Programs can run to completion faster, and other programs can be initiated sooner when the
printer becomes available, the outputs may be printed.

Note that spooling technique is much like thread being spun to a spool so that it may be later be unwound as needed.
Another feature present in

this generation was time-sharing technique, a variant of multiprogramming technique, in which each user has an on-line
(i.e., directly connected) terminal. Because the user is present and interacting with the computer, the computer system
must respond quickly to user requests, otherwise user productivity could suffer. Timesharing systems were developed to
multi-program large number of simultaneous interactive users. (

d)

Fourth Generation With the development of LSI (Large Scale Integration) circuits, chips, operating system entered in the
system entered in the personal computer and the

workstation age.

Microprocessor technology evolved to the point that it become possible to build desktop computers as powerful as the
mainframes of the 1970s.

Two operating systems have dominated the personal computer scene: MS-DOS, written by Microsoft, Inc. for the IBM PC
and other machines using the Intel 8088 CPU and its successors, and UNIX, which is dominant on the large personal
computers using the Motorola 6899 CPU family.

13

Classification of Operating Systems The variations and differences in the nature of different operating systems may give
the impression that all operating systems are absolutely different from each-other. But this is not true. All operating
systems contain the same components whose functionalities are almost the same. For instance, all the operating
systems perform the functions of storage management, process management, protection of users from one-another,
etc. The procedures and methods that are used to perform these functions might be different but the fundamental
concepts behind these techniques are just the same. Operating systems in general, perform similar functions but may
have distinguishing features. Therefore, they can be classified into different categories on different bases. Let us quickly
look at the different types of operating systems.
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1.3.1 Single User— Single Processing System The simplest of all the computer systems is a single user-single processor
system. It has a single processor, runs a single program and interacts with a single user at a time. The operating system
for this system is very simple to design and implement. However, the CPU is not utilized to its full potential, because it sits
idle for most of the time. Figure 1.2

Figure 1.2 Single user — single processor system In this configuration, all the computing resources are available to the
user all the time. Therefore, operating system has very simple responsibility. A representative example of this category of
operating system is MS-DOS.

1.3.2 Batch Processing Systems

120E1250, 137E1250, 170E2340-Operating System.doc

68% MATCHING BLOCK 4/301 (D165245592)

The main function of a batch processing system is to automatically keep executing one job to

120E1250, 137E1250, 170E2340-Operating System.doc

68% MATCHING BLOCK 5/301 (D165245827)

The main function of a batch processing system is to automatically keep executing one job to

the next job in the batch (Figure 1.3). The main idea behind a batch processing system is to reduce the interference of the
operator during the processing or execution of jobs by the computer.
1.3.3 Parallel or Multiprocessing

120E1250, 137E1250, 170E2340-Operating System.doc

100% MATCHING BLOCK 6/301 (D165245592)

Systems Most systems to date are single-processor systems; that is, they have only one main CPU. However, there

120E1250, 137E1250, 170E2340-Operating System.doc

100% MATCHING BLOCK 7/301 (D165245827)

Systems Most systems to date are single-processor systems; that is, they have only one main CPU. However, there

is a trend toward

120E1250, 137E1250, 170E2340-Operating System.doc

100% MATCHING BLOCK 8/301 (D165245592)

multiprocessor systems. Such systems have more than one processor in close communication, sharing the computer
bus, the clock, and sometimes memory and peripheral devices. These systems are referred to as tightly coupled
systems. 1.34

120E1250, 137E1250, 170E2340-Operating System.doc

100% MATCHING BLOCK 9/301 (D165245827)

multiprocessor systems. Such systems have more than one processor in close communication, sharing the computer
bus, the clock, and sometimes memory and peripheral devices. These systems are referred to as tightly coupled
systems. 1.34

120E1250, 137E1250, 170E2340-Operating System.doc

94% MATCHING BLOCK 10/301 (D165245592)

Distributed Systems A recent trend in computer systems is to distribute computation among several processors. In
contrast to the tightly coupled systems, the processors do not share memory or a clock. Instead, each processor has
its own memory
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Distributed Systems A recent trend in computer systems is to distribute computation among several processors. In
contrast to the tightly coupled systems, the processors do not share memory or a clock. Instead, each processor has
its own memory

and
clock.

120E1250, 137E1250, 170E2340-Operating System.doc

98% MATCHING BLOCK 13/301 (D165245592)

The processors communicate with one another through various communication lines, such as high-speed buses or
telephone lines. These systems are usually referred to as loosely coupled systems, or distributed systems. The
processors in a distributed system may vary in size and function. They may include small microprocessors,
workstations, minicomputers, and large general-purpose computer systems. These processors are referred to by a
number of different names, such as sites, nodes, computers, and so on, depending on the context in which they are
mentioned. 1.2.5 Real Time Systems

120E1250, 137E1250, 170E2340-Operating System.doc

% MATCHING BLOCK 14/301 L
98 CHING BLOCK 14/30 SA  (D165245827)

The processors communicate with one another through various communication lines, such as high-speed buses or
telephone lines. These systems are usually referred to as loosely coupled systems, or distributed systems. The
processors in a distributed system may vary in size and function. They may include small microprocessors,
workstations, minicomputers, and large general-purpose computer systems. These processors are referred to by a
number of different names, such as sites, nodes, computers, and so on, depending on the context in which they are
mentioned. 1.2.5 Real Time Systems

100% MATCHING BLOCK 12/301 SA Operating System.pdf (D30089487)

processors in a distributed system may vary in size and function.

Another form of a special-purpose operating system is the

120E1250, 137E1250, 170E2340-Operating System.doc

)
96% MATCHING BLOCK 15/301 (D165245592)

real-time system. A real-time system is used when there are rigid time requirements on the operation of a processor or
the flow of data, and thus is often used as a control device in a dedicated application.

Sensors bring data to the computer. The computer must analyze the data and possibly adjust controls to modify the
sensor inputs.

Systems that control

scientific experiments, medical imaging systems, industrial control systems, and some display systems are real-time
systems.

Also included are

some automobile-

engine fuel-injection systems, home-appliance controllers, and weapon

systems.

14
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Functions/Services of Operating Systems As we know that operating system acts as an intermediary between the
computer hardware and its users, providing a high level interface to low-level hardware resources and making it easier
for the programmer and other users to access and use those resources. Some other functions/services provided by the
operating system are as follows: (a)

85% MATCHING BLOCK 16/301 SA Operating System.pdf (D30089487)

Program Execution The purpose of a computer system is to allow the user to execute programs. So the operating
system provides an environment where the user can conveniently run programs. The user does not have to worry
about the memory allocation or multitasking or anything. These things are taken care of by the operating systems.
Running a program involves the allocating and de-allocating memory, CPU scheduling in case of multiprocessing.
These functions cannot be given to the user-level programs. So user-level programs cannot help the user to run
programs independently without the help from operating systems. (b) I/O Operations Each program requires an input
and produces output. This involves the use of 1/O. Operating systems hide from the user, the details of underlying
hardware for the 1/O. All the user sees is that the I/O has been performed without any details. So, the operating system

by providing 1/O, makes it convenient for the users to run programs. (
c)

100% MATCHING BLOCK 17/301 SA Operating System.pdf (D30089487)

File System Manipulation The output of a program may need to be written into new files or input taken from some files.

The
94% MATCHING BLOCK 18/301 SA Operating System.pdf (D30089487)

operating system provides this service. The user does not have to worry about secondary storage management. User
gives a command for reading or writing to a file and sees his/her task accomplished. Thus operating system makes it
easier for user programs to accomplish their task. This service involves secondary storage management. The speed of
I/O that depends on secondary storage management is critical to the speed of many programs and

hence
92% MATCHING BLOCK 19/301 SA Operating System.pdf (D30089487)

it is best relegated to the operating systems to manage it than giving individual users the control of it. It is not difficult
for the user-level programs to provide these services but for above mentioned reasons it is best if this service s left with
operating system. (d) Communications There are instances where processes need to communicate with each other to
exchange information. It may be between processes running on the same computer or running on the different
computers. By providing this service,
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operating system relieves the user of the worry of passing messages between processes. In case where the messages
need to be passed to processes on the other computers through a network, it can be done by the user programs. The
user program may be customized according to the hardware through which the message transits and provides the
service interface to the operating system. (e) Error Detection An error occurs when one part of the system may cause
malfunctioning of the complete system. To avoid such a situation the operating system constantly monitors the system
for detecting the errors. This relieves the user of the worry of errors propagating to various part of the system and
causing malfunctioning. This service cannot allow to be handled by user programs because it involves monitoring and
in cases altering area of memory or de-allocation of memory for a faulty process. Or maybe relinquishing the CPU of a
process that goes into an infinite loop. These tasks are too critical to be handed over to the user programs. A user
program if given these privileges can interfere with the correct (normal) operation of the operating systems. 1.5

Summary An Operating System

is a computer program that manages the resources of a computer. It accepts inputs from users and displays the results of
the actions and allows the user to run applications or communicate with other computers via networked connections.
The fundamental goal of computer systems is to execute user programs and

to make solving user

problems easier.

Efficient operation of the computer system is a secondary goal of an operating system. Single user-single processor
system has a single processor, runs a single program and interacts with a single user at

120E1250, 137E1250, 170E2340-Operating System.doc

()
63% MATCHING BLOCK 21/301 SA (D165245592)

a time. The main function of a batch processing system is to automatically keep executing one job to

120E1250, 137E1250, 170E2340-Operating System.doc

63% MATCHING BLOCK 22/301 (D165245827)

a time. The main function of a batch processing system is to automatically keep executing one job to

the next job in the batch. The objective of a multiprogramming operating system is to increase the system utilization
efficiency. In a Time sharing, or multitasking system

multiple jobs are executed by the CPU

switching between them, but the

switches occur so frequently

that the users may interact with each program while it is running.

Parallel or Multiprocessing

120E1250, 137E1250, 170E2340-Operating System.doc

100% MATCHING BLOCK 23/301 (D165245592)

systems have more than one processor in close communication, sharing the computer bus, the clock, and sometimes
memory and peripheral devices.

120E1250, 137E1250, 170E2340-Operating System.doc

% SA
100% MATCHING BLOCK 24/301 (D165245827)

systems have more than one processor in close communication, sharing the computer bus, the clock, and sometimes
memory and peripheral devices.
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The processors in a distributed system may vary in size and function. They may include small microprocessors,
workstations, minicomputers, and large general-purpose computer systems.

120E1250, 137E1250, 170E2340-Operating System.doc

o A
94% MATCHING BLOCK 26/301 SA  D165245827)

The processors in a distributed system may vary in size and function. They may include small microprocessors,
workstations, minicomputers, and large general-purpose computer systems.

Resource sharing is the main advantage of distributed

120E1250, 137E1250, 170E2340-Operating System.doc

O,
100% MATCHING BLOCK 27/301 (D165245592)

systems. A real-time system is used when there are rigid time requirements on the operation of a processor or the flow
of data, and thus is often used as a control device in a dedicated application.

120E1250, 137E1250, 170E2340-Operating System.doc
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systems. A real-time system is used when there are rigid time requirements on the operation of a processor or the flow
of data, and thus is often used as a control device in a dedicated application.

Sensors bring data to the computer. The computer must analyze the data and possibly adjust controls to modify the
sensor inputs.
Services provided by the operating system are as follows: 1.
100% MATCHING BLOCK 29/301 SA Operating System.pdf (D30089487)
Operating system provides an environment where the user can conveniently run programs. 2.
It makes possible all Input/Output operations. 3.

100% MATCHING BLOCK 30/301 SA Operating System.pdf (D30089487)

Operating system makes it easier for user programs to accomplish their task. 4.

100% MATCHING BLOCK 31/301 SA Operating System.pdf (D30089487)

Operating system relieves the user of the worry of passing messages between processes. 5.

100% MATCHING BLOCK 32/301 SA Operating System.pdf (D30089487)

Operating system constantly monitors the system for detecting the errors. This relieves the user of the worry of errors
propagating to various part of the system and causing malfunctioning.
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Self-Assessment Questions 1. Discuss the inconveniences faced by a user interacting with a computer system without an
operating system. 2. Give various definitions of operating system. 3. Discuss various types of operating systems with
suitable examples. 4. Differentiate between Multiprogramming and Multiprocessing operating systems with suitable
examples. 5. What are the various services provided by the operating system? Discuss. 6. Operating system acts as
resource manager. What resources does it manage? 7. What are the benefits of multiprogramming? 8. What are the
characteristics of real time operating systems? 9. How does a distributed system enhance resource sharing? 10. What are
the constraints of a real time system?

Unit 2: User Interface & Computing Environments

21

Objective

This unit provides a brief description and understanding about most often terms of an Operating systems i.e. ‘User
Interfaces’ and ‘Computing Environments'. This unit first presents a brief description about

Comm and

Interpreter and Graphical User Interface and then after it provides information about various types of ‘computing
Environments’ such as Client-Server Computing, Peer-to-Peer Computing, Web based Computing etc. Self answering
questions and names of various reference books are also provided at the end of this unit.

2.2 Introduction When the computer is turned on, a small ‘boot program’ loads the operating system. Although
additional system modules may be loaded as needed, the main part, known as the 'kernel’ resides in memory at all times.
The operating system (OS) sets the standards for all application programs that run in the computer. Applications ‘talk to’
the operating system for all user interfaces and file management operations. Also called an ‘executive’ or ‘supervisor’, an
operating system performs some functions like — User Interface, Job Management, Task Management, Data
Management, Device Management and Security etc.

2.3 User Interfaces Operating system works as an Interface between ‘Computer Hardware’ and the ‘User’. Graphics based
user interface includes the windows, menus and method of interaction between the user and the computer. Prior to
graphical user interfaces (GUIs), all operation of the computer was performed by typing in commands. Not at all extinct,
a command-line interface is included in all major operating systems, and certain highly technical operations must be
executed from the command line. Operating systems may support optional interfaces. Although the overwhelming
majority of people work with the default interface, different ‘shells ‘offer variations of appearance and functionality. There
are mainly two types of user interfaces available and known as — Command User Interface (CUI) and Graphical User
Interface (GUI). A CUI and a GUI are the two most common interface types associated with computers. They allow the
user to interact with the machine, giving it commands and viewing text or graphics.

2.3.1 Command Interpreter/ Character-Based User Interface (CUI) CUI stands for Character-based User Interface. Early
computers operated on CUIs, and they're most iconic for their typical two-colored, black and green screens with
nothing but text. Users would use a keyboard to both navigate (using hotkeys) and enter commands. There was no need
for a mouse in these early days, as Character-Based User Interfaces do not support such advanced hardware. A program
which reads textual commands from the user or from a file and executes them is called ‘Command Interpreter’. Some
commands may be executed directly within the interpreter itself (e.g. setting variables or control constructs), others may
cause it to load and execute other files. In other words, a ‘Command Interpreter’ is the part of a computer operating
system that understands and executes commands that are entered interactively by a human being or from a program. In
some operating systems, the command interpreter is called the shell. When an IBM PC is booted BIOS loads and runs the
MS-DOS command interpreter into memory from file COMMAND.COM found on a floppy disk or hard disk drive. The
commands that COMMAND.COM recognizes (e.g. COPY, DIR, PRN) are called internal commands, in contrast to external
commands which are executable files. According to technology website, PC Mag, the CUI was most common on older
mainframe and minicomputer terminals in the early days of computing. Some early computers even featured character-
based user interfaces, the most notable being Macintosh’s Apple Il computer. While CUIs have since fallen out of favor
for graphical user interfaces, most modern operating systems feature a modified version of a CUI called a command line
interface.
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2.3.2 Graphical User Interface (GUI) A graphical user interface (GUI) is a computer environment that simplifies the user’s
interaction with the computer by representing programs, commands, files, and other options as visual elements, such as
icons, pull-down menus, buttons, scroll bars, windows, and dialog boxes. By selecting one of these graphical elements,
through either use of a mouse or a selection from a menu, the user can initiate different activities, such as starting a
program or printing a document. Prior to the introduction of GUI environments, most interactive user interface programs
were text oriented and required the user to learn a set of often complex commands that could be unique to a given
program. The first GUI was developed in the 1970s by Xerox Corporation, although GUIs did not become popular until
the 1980s with the emergence of the Apple Macintosh computer. Today, the most familiar GUI interfaces are Apple
Computer’'s Macintosh and Microsoft Corporation’s Windows operating systems. Computer software applications, such
as word processing and spreadsheet packages, typically use the set of GUI elements built into the operating system and
then add other elements of their own. The advantage of the GUI element of any software program is that it provides a
standard method for performing a given task (i.e., copying a file, formatting text, printing a document) each time the user
requests that option, rather than creating a set of commands unique to each potential request.

Figure 2.1: Essential components of Windows Operating system as a GUI

Many GUI elements are standard across all packages built on the same operating system, so once a user is familiar with
the GUI elements of one package, it is easier to then work in other packages.

Figure 2.2: The First Commercial GUI Generally, because of their GUI elements, any two programs even from different
developers that are built on the same operating system are able to share data, thereby saving a user from having to re-
key the same information for use in different programs. For example, a user can copy a graph created in a spreadsheet
package and place, or ‘paste,’ it into a word processing document. GUI interfaces also typically offer more than one
method for initiating a particular action. For example, to print a document from a program within the Windows
environment, a user can select the ‘Print’ option from the ‘File’ menu, click the printer icon, or, as an alternative, use the
keyboard shortcut of holding down the Ctrl key and pressing the letter ‘P." A user can then employ the option that feels
most comfortable to him or her across all Windows programs. The GUI interface has also been instrumental in making
the World Wide Web easily accessible to individuals through the use of the use of GUI-based ‘browser’ programs.
Netscape Navigator, Internet Explorer, and similar programs enable a user to access and search the web using the
familiar GUI format. Today, GUIs are synonymous with personal computing. GUIs are much more advanced than their
earlier counterparts because of all the computing and graphical power available today. While many operating systems
allow for full control with a keyboard, these systems are much easier to operate with the addition of a mouse.

2.3.3 Difference between CUI and GUI CUI and GUI are acronyms that stand for different kinds of user interface systems.
These are terms used in reference to computers. CUI stands for Character User Interface while GUI refers to Graphical
User Interface. Though both are interfaces and serve the purpose of running the programs, they differ in their features
and the control they provide to the user. CUl means you have to take help of a keyboard to type commands to interact
with the computer. One can only type text to give commands to the computer as in MS-DOS on command prompt.
There are no images or graphics on the screen, and it is a primitive type of interface. In the beginning, computers had to
be operated through this interface and users who have seen it say that they had to contend with a black screen with
white text only. In those days, there was no need of a mouse as CUI did not support the use of pointer devices. CUI's
have gradually become outdated with the more advanced GUI taking their place. However, even the most modern
computers have a modified version of CUI called CLI (Command Line Interface). GUI is an interface that makes use of
graphics, images and other visual clues such as icons. This interface made it possible for a mouse to be used with a
computer and interaction really became very easy as the user could interact with just a click of the mouse rather than
having to type every time to give commands to the computer. Some other differences are given as under, « CUl is the
precursor of GUI and stands for character user interface where user has to type on key- board to proceed. On the other
hand GUI stands for Graphical User Interface which makes it possible to use a mouse instead of keyboard; « GUI is event
driven in nature but CUI is sequence oriented in nature; « GUI is much easier to navigate than CUI; e There is only text in
case of CUl whereas there are graphics and other visual clues in case of GUI; « Most of modern computers use GUI and
not CUI; MS-DOS is an example of CUl whereas MS-Windows is an example of GUI.

24

Computing Environments An operating system may process its tasks serially or simultaneously, which means that the
resources of the
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computer system may be dedicated to a single program until its completion or they may be allocated among several
programs in different stages of execution.

So, there are several computing environments as discussed below.

24.1 Traditional Computing Machine language was quite common for early computer systems. Instructions and data
used to be fed into the computer system by means of console switches through a hexadecimal keyboard. Programs used
to be started by loading the program computer register with the address of the first instruction of a program and its result
used to be examined by the contents of various registers and memory locations of the machine. This programming style
caused a low utilization of users and machine. Program started being coded into programming language are first
changed into object code (i.e. binary code) by translator and then automatically gets loaded into memory by a program
called Loader. After transferring the control to the loaded program, the execution of program begins and its results get
displayed or printed. Once in memory, the program may be re-run with a different set of input data. This type of
computing environment is called ‘Serial Processing’ computing. ‘Batch Processing’ Computing is another type of
traditional computing environment.

120E1250, 137E1250, 170E2340-Operating System.doc
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The main function of a batch processing system is to automatically keep executing one job to

120E1250, 137E1250, 170E2340-Operating System.doc
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The main function of a batch processing system is to automatically keep executing one job to

the next job in the batch. The main idea behind a batch processing system is to reduce the interference of the operator
during the processing or execution of jobs by the computer. All functions of a batch processing system are carried out by
the batch monitor. The batch monitor permanently resides in the low end of the main store. The current jobs out of the
whole batch are executed in the remaining storage area. In other words, a batch monitor is responsible for controlling all
the environment of the system operation. The batch monitor accepts batch initiation commands from the operator,
processes a job, performs the job of job termination and batch termination.

24.2 Client-Server Computing Client—server computing is a distributed computing model in which client applications
request services from server processes. Clients and servers typically run-on different computers interconnected by a
computer network. Any use of the Internet, such as information retrieval from the World Wide Web, is an example of
client—server computing. However, the term is generally applied to systems in which an organization runs programs with
multiple components distributed among computers in a network. The concept is frequently associated with enterprise
computing, which makes the computing resources of an organization available to every part of its operation. A client
application is a process or program that sends messages to a server via the network. Those messages request the server
to perform a specific task, such as looking up a customer record in a database or returning a portion of a file on the
server's hard disk. The client manages local resources such as a display, keyboard, local disks, and other peripherals. The
server process or program listens for client requests that are transmitted via the network. Servers receive those requests
and perform actions. Server processes typically run on powerful PCs, workstations, or mainframe computers.
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Figure 2.3: Client-Server Computing Environment An example of a client—server system is a banking application that
allows a clerk to access account information on a central database server. All access is done via a PC client that provides
a graphical user interface (GUI). An account number can be entered into the GUI along with how much money is to be
withdrawn or deposited, respectively. The PC client validates the data provided by the clerk, transmits the data to the
database server, and displays the results that are returned by the server. The client—server model is an extension of the
object based (or modular) programming model, where large pieces of software are structured into smaller components
that have well defined interfaces. This decentralized approach helps to make complex programs maintainable and
extensible. Components interact by exchanging messages or by Remote Procedure Calling. The calling component
becomes the client and the called component the server. A client—server environment may use a variety of operating
systems and hardware from multiple vendors; standard network protocols like TCP/IP provide compatibility. Vendor
independence and freedom of choice are further advantages of the model. Client—server systems can be scaled up in
size more readily than centralized solutions since server functions can be distributed across more and more server
computers as the number of clients increases. Server processes can thus run in parallel, each process serving its own set
of clients. However, when there are multiple servers that update information, there must be some coordination
mechanism to avoid inconsistencies. The drawbacks of the client—server model are that security is more difficult to
ensure in a distributed environment than it is in a centralized one, that the administration of distributed equipment can be
much more expensive than the maintenance of a centralized system, that data distributed across servers needs to be
kept consistent, and that the failure of one server can render a large client—server system unavailable. If a server fails,
none of its clients can make further progress, unless the system is designed to be fault tolerant. The computer network
can also become a performance or reliability bottleneck: if the network fails, all servers become unreachable. If one
client produces high network traffic then all clients may suffer from long response times.

Figure 2.4: A typical Client-Server interaction

24.3 Peer-to-Peer Computing The term ‘peer-to-peer’ (P2P) refers to a class of systems and applications that employ
distributed resources to perform a function in a decentralized manner. With the pervasive deployment of computers, P2P
is increasingly receiving attention in research, product development, and investment circles. In this type of computing all
nodes on the network have equal relationships to all others, and all have similar types of software. Typically, each node
has access to at least some of the resources on all other nodes, so the relationship is nonhierarchical. If they are set up
correctly, Operating system give users access to the resources attached to other computers in the network. A peer-to-
peer computing environment is shown in Figure 2.5. In addition, some high-end peer-to-peer networks allow distributed
computing, which enables users to draw on the processing power of other computers in the network. That means
people can transfer tasks that take a lot of CPU power such as creating computer software to available computers,
leaving their own machines free for other work. Peer-to-peer computing environment is commonly set up in small
organizations (fewer than 50 employees) or in schools, where the primary benefit of a network is shared storage, printers,
and enhanced communication. Where large databases are used, LANs are more likely to include client/server
relationships. A peer-to-peer network can also include a network server. In this case, a peer-to-peer LAN is similar to a
file server network. The only difference between them is that the peer-to-peer network gives users greater access to the
other nodes than a file server network does.

Figure 2.5: Peer-to-Peer Computing Environment

Some of the benefits of a P2P approach include improving scalability by avoiding dependency on centralized points;
eliminating the need for costly infrastructure by enabling direct communication among clients; and enabling resource
aggregation.

244 Web-Based Computing Web computing can be defined as a special kind of distributed computing that involves
internet-based collaboration of several remotely located applications. The idea behind Web Computing is to make
distributed computing accessible to as many people as possible. Browsers today have powerful and highly optimized
JavaScript engines that in many cases are capable of providing computing capabilities comparable to native solutions.
The Web Computing framework is a JavaScript library that provides client functionality required by distributed computing
solutions. Web applications based on Web Computing are capable of requesting jobs from a number of work sources,
downloading and executing them, uploading the results and handling various messages.

245
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System Calls System calls provides an interface between the process and the operating system. System calls allow
user-level processes to request some services from the operating system which process itself is not allowed to do.

In handling the trap, the operating system will enter in the kernel mode, where it has access to privileged instructions,
and can perform the desired service on the behalf of user-level process. It is because of the critical nature of operations
that the operating system itself does them every time they are needed. For example,

100% MATCHING BLOCK 37/301 SA Operating System.pdf (D30089487)

for 1/0O a process involves a system call telling the operating system to read or write particular area and this request is
satisfied by the operating system.

System programs
80% MATCHING BLOCK 36/301 W

provide basic functioning to users so that they do not need to write their own

environment for program development (editors, compilers) and program execution (shells). In some sense, they are
bundles of useful system calls.

Modern processors provide instructions that can be used as

System Calls'.

100% MATCHING BLOCK 38/301 w

System calls provide the interface between a process and the operating system.

A system

call instruction is an instruction that generates an interrupt that cause the operating system to gain control of the
processor. System Call works in the following ways, 1. First the program executes the system call instructions. 2. The
hardware saves the current (instruction) and PSW register in the ii and iPSW register. 3. O value is loaded into PSW register
by hardware. It keeps the machine in system with interrupt disabled. 4. The hardware loads the i register from the system
call interrupt vector location. This completes the execution of the system call instruction by the hardware. 5. Instruction
execution continues at the beginning of the system call interrupt handler. 6. The system call handler completes and
executes a return from interrupt (rti) instructions. This restores the i and PSW from the ii and iPSW.

The process that executed the system call instruction continues at the instruction after the system call.

A system call is made using the system call machine language instructions. System calls can be grouped into following
five major categories- 1. File Management 2. Interprocess Communication 3. Process Management 4. |/O Device
Management 5. Information maintenance.

System calls used for create and delete the files. System calls require name of the file with file attributes for creating and
deleting files. Other operations on files are read a file, write and reposition the file after it open. After all file is closed with
close system call. For directories, same set of operations are performed. Sometimes, we required to reset some of the
attributes on files and directory. The

system call, get file attribute and set file attribute are used for this

type of operations. Some OS

provide many more calls, such as calls for file move and copy.
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System calls for ‘File Management’ are as follows Create Create a new file and Open it. Delete Delete a file. Open Open a
file to read or write. Close Close a file, indicating that file is no longer using it. Read Read a byte from an open file. Write
Write a byte to an open file. Stat Get information about a file. Unlink Remove a file from a directory.

Get/Set file attribute includes file name, file type, protection codes and accounting information. System call is used for
terminating the current running process abnormally. Running program halted by tow ways: normal or abnormal. Reasons
for abnormal termination of programs are — dump of memory, error message generated causes an error trap etc.
debugger is used to determine the problem of dump. Dump is written to disk. OS transfer control to the command
interpreter in normal or abnormal conditions.

In batch OS, the command interpreter usually terminates the entire job and continues with the net job.

Some

operating

systems allow control cards to indicate special recovery action in case

an error occurs. Itis

possible to combine normal and abnormal termination

at some error level. Error level is defined before combines command interpreter use these error level to determine the
next action automatically. Load and Execute system calls are used by process to

execute one program. This feature allows the command interpreter to execute a program.

Get process attributes and set process attributes system calls are used

to determine and reset the attributes of a job or process. It also includes job priority, its maximum allowable execution
time

etc. terminate process is the system call to terminate the process or job. Wait time and wait event are the system call
used in waiting condition of the process. When process is created, it

may need to wait for them to finish their execution.

Certain amount of time

is required to wait before to complete the operation. System call of this type is dealing with the coordination of
concurrent processes. Debugging a program is also provided by system calls. Microprocessors also provide a single
stepping execution of program.

Trap is executed by the CPU after every instruction. Debugger caught the trap, which is

a system program designed to aid the programmer in finding and correcting

bugs.

System calls for ‘Interprocess Communication’ are as follows- Create message queue Create a queue to hold message.

68% MATCHING BLOCK 40/301 w

Send message Send a message to a message queue. Receive message Receive a message from a

message queue. Close connection Terminates the communication.

System calls for ‘Process Management’ are as follows, Create process Create a new process. Terminate process
Terminate the process making the system call. Wait Wait for another process to exit. Fork Create a duplicate of the
process making a system call. End Halt the process execution normally Abort Halt the process execution abnormally.
Load Load the process into memory. Execute Execute the loaded process. Get process attributes and set

process attributes To Get and Set process attributes Allocate and free memory. To allocate and to release the memory
For accessing device, system calls are used. Many of the system calls for files are also needed for devices. In multi-user
environment, request is made before to sue of that device. After using any device, it must be release. So using release
system call, device is free to use by another user.

These functions are similar to the open and close system

call of files. System calls for 'I/O Device Management' are as follows- Request device To ensure exclusive use of device.
Release device Release the device after finished with the device. Read, write Same as file system call. State Get
information about an 1/O device.
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System calls for ‘Information maintenance’ are as follows- Get time and date Set time and date Set process, file or device
attributes. Get process, file or device attributes Get system data Set system data. The operating system provides a set of
operations which are called system calls. A system call interface is the description of the set of system calls implemented
by the operating system.

25

Summary Operating system works as an Interface between ‘Computer Hardware' and the ‘User’. There are mainly two
types of user interfaces available and known as ‘Command User Interface’ (CUI) and ‘Graphical User Interface’ (GUI). A
program which reads textual commands from the user or from a file and executes them is called ‘Command Interpreter’.
A graphical user interface (GUI) is a computer environment that simplifies the user’s interaction with the computer by
representing programs, commands, files, and other options as visual elements, such as icons, pull-down menus, buttons,
scroll bars, windows, and dialog boxes. DOS is an example of CUl whereas Windows is an example of GUI. GUI is event
driven in nature, but CUI is sequence oriented in nature. Client—server computing is a distributed computing model in
which client applications request services from server processes. Clients and servers typically run-on different computers
interconnected by a computer network. A client application is a process or program that sends messages to a server via
the network. The term ‘peer-to-peer’ (P2P) refers to a class of systems and applications that employ distributed
resources to perform a function in a decentralized man- ner. In this type of computing all nodes on the network have
equal relationships to all others, and all have similar types of software. Web computing can be defined as a special kind of
distributed computing that involves internet-based collaboration of several remotely located applications. The idea
behind Web

Computing

is to make distributed computing accessible to as many people as possible.

100% MATCHING BLOCK 39/301 w

System calls provide the interface between a process and the operating system.

A system

call instruction is an instruction that generates an interrupt that cause the operating system to gain control of the
processor.

Self Assesment Questions 1. What is a system call? Give some examples of system calls. 2. Discuss the following with
proper illustration, « Peer-to-Peer computing environment e Client-Server Computing 3. What do you understand by
‘Web-based computing? 4. Write a short note on various types of ‘User Interfaces’. 5. What is GUI? Give any three
examples of GUI. 6. What is Command interpreter? Give any one example of CUI.

Unit 3: Types of Operating Systems

31

Objective

After studying,

this unit you will be able to understand the

various types of operating systems

and their

evolution. Also, you will be able to differentiate between the different types of operating systems according to their
features and working.

3.2 Introduction An operating

system

is an integrated set of programs that

120E1250, 137E1250, 170E2340-Operating System.doc
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controls and coordinates the use of hardware among various application programs for
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controls and coordinates the use of hardware among various application programs for

different users. It acts as an interface between the users and computer hardware (see Fig 3.1). The operating system
provides varieties of facilities and services to assist a programmer in creating programs. These facilities are in the form of
utilities such as editors, compilers, interpreters, etc. Besides this the operating system performs function such as hiding
details of the hardware, resource management, etc. Due to the complexity of

an operating system, it must be created piece by piece.

Each of

these pieces must

be well delineated portion of the system, with clearly defined inputs, outputs, and functions.

The most commonly used operating systems are Windows 95, Windows 98, WindowsNT, Windows XP, OS/2, Unix, Mac
OS, Linux, Windows 7.0, etc. These operating systems simultaneously manage information measuring 16 bits, 32 bits, 64
bits or more.

Figure 3.1: Operating System as an Interface

3.3 Evolution of Operating System In early computer system, after writing program on the paper, the programmer or a
data entry operator punches the program and its data on the cards or paper taps. Then onward, the programmer submits
the deck of cards or the paper taps containing the program and the data at the computer centre, where an operator
loads it manually in the system. Before loading it, the operator clears the data from previous job, remaining in the main
memory. Finally, the operator prints the result of the execution of the job at the computer centre, which is collected by
the programmer, later on. The same process was repeated for every job. This whole process was known as Manual
Loading Mechanism. In manual Loading mechanism, job to job transition was not automatic, due to which computer
remained idle, while an operator load and unloads jobs and prepared the system for a new job. These actions wasted a
lot of central processing unit time. In order to reduce this idle time and speed up the processing, automatic job to job
transition method was devised. This method was called Batch Processing (BP), where, jobs with similar need were
batched together and were seen as a group. In this method when one job finishes, system control is transferred backed
automatically to the operating system that performs jobs needed to load and run the next job (as shown in Figure 3.2).
Operating System User Program Area Figure 3.2: Simple Batch System Batch Processing helped in reducing, not only the
idle time of a computer system, but also, the set up time required by the operator to batch similar jobs together. For
example, if all FORTRAN compilation jobs are batched together, the FORTRAN Compiler needs to be loaded once only
for processing of all these jobs. Control statements were used by the operating system to identify new job and to
determine the resources needed by it during its execution. These control statements were written in a language which
was known as Job Control Language (JCL). Typical JCL commands included, making of job beginning and end,
command for loading and execution of the program and commands to announce resource needs. However, the delay
between job submission and completion increased in batch processing system, where, a large number of programs were
put in a batch and processed. In order to improve the performance of the system, two approaches were developed -
Buffering and Spooling. Buffering is a method of overlapping input, output and processing of a single job whereas
Spooling allows central processing unit to overlap the input of one job with the computation and output of the other
jobs. Spooling uses the disk as a very buffer for reading and for storing output files. Although, disks were faster than the
card reader and printers, they had their limitation. Performance of the system improved with the help of buffering and
spooling, but, both of them have their limitations. An efficient approach was developed to increase the system
performance and resource utilization, so that central processing unit always has a job to execute. This approach known
as Multiprogramming approach interleaved execution of two or more different and independent program by a computer
(as shown in Figure 3.3). Operating System Program A Program B Figure 3.3: Multi programmed Batch System Thus, in
this approach multiple program are available to the CPU and a portion of one is executed, then a portion of another and
so on.
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3.4 Types of Operating System The operating system is considered as a backbone of a computer managing, both,
hardware and software resources. The operating system may be classified as single- user system and multi-user system.
In a single-user system, the operating system acts as a interface for only one user whereas in multi-user system, it act as
an interface for more the one user. We will know discuss different types of operating system.

3.4.1 Batch Processing Operating System This operating system requires grouping of similar jobs which consist of
programs, data and system commands. In batch processing, jobs are loaded into a system and processed one at a time.
Once loaded, a job remains in the main memory until its execution is over and next job is loaded automatically, only,
after the completion of current job. This type of processing is suitable for those programs which require large
computation time. In this processing, there is little or no need of user interaction. The user prepares their program and
data and submits them to the operator. The operator gives a command to the system to start executing the batched jobs.
When all jobs in the submitted batch were processed, the operator takes out the printout and keeps them. These
printouts are collected by the user later on. Some example of such programs includes payroll, forecasting, etc. In the
Batch Processing, the Process Scheduling, Memory Management, File Management and Input/ output Management are
simple. As only one program is executive at a time, there is no competition for Input/output devices. Also, there is hardly
a need for the file access control mechanism in this processing. Here the memory is divided into two parts - one part
contains operating system routines while the other part contain user program to be executed.

Limitation: (1) Time taken between job submission and job completion is very high (2) As user interaction is very limited,
they have no control over the intermediate results of a program. (3) The programmer cannot correct bugs, the moment
it occurs in this approach. Thus programs must be debugged.

3.4.2 Multiprogramming Operating System Suppose there is a single program resident in the main memory, and it is
being executed by the CPU. If the program is I/O bound, then the program would run for a moment and then pass into
the wait state (see Figure 3.4). During the wait period, the CPU remains idle. Moreover, irrespective of the type of
program, whenever, a program finishes its job, the operating system loads new program from the hard disk into the
memory and hand over the control to CPU. The Hard Disk being a slower device as compared to Central Processing
Unit, a lot of time is wasted during loading of the new program and obviously the CPU remains idle in the mean time.
User Job

Operating System CPU

Execution in progress

Figure 3.4. Uniprogramming System The remedy to the above cited problem is multiprogramming. This type of operating
system allows con- current residency of many programs in the main memory of the computer. As there is more than
one program resident in the main memory, another program is available for the execution in a situation where the
current executing program enters in the wait state. Thus the CPU will spend less time idle. When a program finishes its
job, the Central Processing Unit is immediately allotted to another program residing in the main memory and thus, no
time is wasted. The vacancy created by the ongoing program is filled by the operating system who loads a new program
from the hard disk to the vacant area in the main memory. One of the unique features of multiproamming system is that
storage is allocated for each program. The areas of primary storage allocated for the individual programs are called
partitions. Each partition must have some form of storage and priority protection to ensure that a program in one portion
will not accidently writes over and destroys the instruction of another partition and priority because both, programs will
need access to the central processing unit facilities. Figure 3.5 gives illustration of multiprogramming system where there
three jobs (1, 2 and 3) residing in the memory, out of which jobl is performing I/O operation, job2 is executing and job3 is
waiting for the CPU to become free.

Figure 3.5: Multiprogramming System The Multiprogramming Operating System results in greater memory efficiency and
lesser Central Processing Unit idle time. In a Multiprogramming system, often there are multiple jobs in ready state.
Hence when CPU becomes free, the operating system must decide which of these ready jobs should be allocated to the
CPU for execution. CPU Scheduler is that part of the operating system which takes such a decision. Although this
operating system is complex but still it is preferred due to its higher processor efficiency.
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3.4.3 Multitasking Operating System Multitasking Operating System has the ability to execute two or more of a single
user's task concurrently. Thus in Multitasking, a single job may contain two or more task that can execute concurrently in
multiprogramming mode. On a single CPU system, Multitasking allows number of processes to cooperate in achieving
an activity that can be parcelled into smaller concurrent activities. An internet browser that search for some information
is an example of a task. The computer user can switch back and forth between active task to see results, enter a new
request or data, etc. For microcomputer, Multitasking Operating System provide single user with multiprogramming
capabilities. This is often accomplished through foreground / background processing. Most modern operating system
like Windows, OS /2. UNIA, Macintosh System 7, etc support Multitasking. It is a fact that Multitasking is possible when the
operating system supports multiprogramming. In UNIX operating system, the user may specify multitasking by fallowing
a command with an ampersand (&). In this case shell does not work for the execution of the command to finish. It
immediately prompt for a new command while the previous command continue execution in the background. In order
to differentiate between Multiprogramming and Multitasking, we can say that Multiprogramming is interleaved execution
of multiple jobs in a multi-user system whereas Multitasking is interleaved execution of multiple jobs after referred as task
in a single-user system.

3.4.4 Time Sharing Operating System This operating system works in an interactive mode with a quick response time.
Time Sharing System allows simultaneous interactive use of a computer resource by many users in such a way that each
one feels

that he / she is the sole user of the system. It uses multiprogramming with a special CPU Scheduling Algorithm to
achieve this. In Time sharing System, the executive time is divided into small slots called 'time slice". Each process is
process for a time slice and then the other process is taken for processing by the processor. This process goes on till all
the jobs are processed. This system contains many user terminals connected to the same computer, simultaneously.
Using these terminals, multiple users can work on the same system simultaneously. Multiprogramming feature allow
multiple user program to reside simultaneously in the main memory and CPU scheduling algorithm allo- cates time slice,
one by one to each user process. Figure 3.6 illustrate process 