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NOTE

This handbook contains important information to help guide and inform you during your programme of
study. We recommend that you keep this handbook for the duration of your studies in the University so
that you can refer to it as needed. Please note that the onus of ignorance of the regulations and
information contained in this handbook will be on the student and will not be ground for any
consideration. You are also required to keep abreast of the amendments and additions to the
regulations and syllabus that will be officially notified from time to time.
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Administrative Officer (Tapesia): Dr. Wilson Mathews (+91 91017 30062)
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All rights reserved. No part of this book may be reproduced, transmitted or stored for retrieval without
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REGULATIONS

ASSAM DON BOSCO UNIVERSITY REGULATIONS

GRADUATE DEGREE PROGRAMMES

The following are the regulations of the Assam Don Bosco University concerning the Graduate Programmes leading to the award
of the Bachelor’s Degree in various disciplines made subject to the provisions of its Statutes and Ordinances.

1.0 Academic Calendar

1.1 Each academic year is divided into two semesters of approximately 18 weeks duration: an ~ Autumn Semester (July —
December) and a Spring Semester (January — June). The Autumn Semester shall ordinarily begin in July for students already
on the rolls and the Spring Semester shall ordinarily begin in January. However, the first semester (Autumn, for newly
admitted students) may begin later depending on the completion of admission formalities.

1.2 The schedule of academic activities approved by the Academic Council for each semester, inclusive of the schedule of
continuing evaluation for the semester, dates for the conduct of end-semester examinations, the schedule of publication of
results, etc., shall be laid down in the Academic Calendar for the semester.

2.0 Duration of the Programme

2.1 The normal duration of the Graduate Programme shall be as per the table given below:

Programme Number of Semesters Number of Years
Bachelor of Technology (BTECH) 8 4
Bachelor of Computer Applications (BCA) 6 3
Bachelor of Business Administration (BBA) 6 3
Bachelor of Commerce (BCOM) Honours 6 3
Bachelor of Arts (BA) Honours 6 3
Bachelor of Science (BSc) Honours 6 3

2.2 However, students who do not fulfil some of the requirements in their first attempt and have to repeat them in subsequent
semesters may be permitted up to 4 more semesters (2 years) to complete all the requirements of the degree.

2.3 Under exceptional circumstances and depending on the merit of each case, a period of 2 more semesters (1 year) may be
allowed for the completion of the programme.

3.0 Course Structure
3.1 The University follows Outcome Based Education with Choice Based Credit System (CBCS) for all the Graduate Degree
Programmes. One credit is equivalent to 15 hours of lecture/tutorial or 30 hours of practical. The courses offered for the
Graduate Degree Programmes are divided into two baskets — Core Courses and Elective Courses.
3.2 Core Courses: Core courses are those in the curriculum, the knowledge of which is deemed essential for students who are
pursuing the said Degree Programme.
3.2.1 A student shall be required to take all the core courses offered for a particular programme.
3.2.2 The number of credits required from core courses shall be as prescribed by the competent academic authority.

3.2.3 For UGC programmes, core courses include Discipline Specific Core Courses, Ability Enhancement Compulsory
Courses and Skill Enhancement Courses. For AICTE programmes, core courses include Professional Core Courses (DC),
Engineering Science Courses (IC), Basic Science Courses (IC), Humanities and Social Science Courses (IC), Mandatory
Courses (IC), Project Work, Seminar and Internship in Industry.

3.3 Elective Courses: These are courses in the curriculum which give the student opportunities for specialization and which cater
to his/her interests and career goals. These courses may be selected by the student and/or offered by the department
conducting the programme, from those listed in the curriculum according to the norms laid down by the competent academic
authority.

3.3.1 The number of credits which may be acquired through elective courses shall be prescribed by the competent
academic authority.

3.3.2 For UGC programmes, elective courses include Discipline Specific Elective Courses and Generic Elective Courses.
For AICTE programmes, elective courses include Professional Elective Courses and Open Elective Courses.

3.3.3 It shall be the prerogative of the department not to offer an elective course which has less than 5 students opting
forit.

3.4 The schema of categorization of courses is given below:
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Core Courses
Discipline Specific Core (DC) or|Core courses which are offered by the department conducting the
Professional Core (PC) programme
Elective Courses
Discipline Specific Elective (DE) [Elective courses which are specific to the programme of study
or Professional Elective (PE)

Generic Elective (GE) or Open [Elective courses which are offered by departments of the
Elective (OE) University from departments other than the parent department

3.5 In order to qualify for a Graduate Degree, a student is required to complete the minimum credit requirements as prescribed
by the competent academic authority.

3.6 In addition to the prescribed credit requirement, a student shall have to complete Institutional mandatory courses with Pass
grade, as prescribed by the competent academic authority, from time to time, which shall be recorded in the Grade sheet
but not taken into account for computing the SGPA and the CGPA.

3.7 Audit Courses: Students who secure a CGPA of at least 8 at the end of the 4th semester may opt to take one audit course
per semester from any Department from the 5th semester onwards, provided the course teacher permits the auditing of the
course. This shall be done under the guidance of the Departmental Faculty Advisor/mentor. The student is free to participate
in the evaluation process for such courses. However, an attendance of 75% is necessary for obtaining a P grade for such
courses. When auditing courses offered by other departments, it shall be the responsibility of the student to attend such
courses without missing courses of one’s own department and semester.

3.8 The medium of instruction shall be English and examinations and project reports shall be in English.

3.9 The course structure and syllabi of the Graduate Degree Programmes shall be approved by the Academic Council of the
University. Departmental Boards of Studies (DBS) shall discuss and recommend the syllabi of all the courses offered by the
department from time to time before forwarding the same to the School Board of Studies (SBS). The SBS shall consider the
proposals from the departments and make recommendations to the Academic Council for consideration and approval.

3.10 The curriculum may include industry training and /or fieldwork for a specified time. This is to be satisfactorily completed
before a student is declared eligible for the degree. There shall be credit allocation for such industrial training or fieldwork.
Normally these activities shall be arranged by respective departments, even during semester breaks as approved by the
School Board of Studies.

3.11In addition, students may also opt for additional elective courses in consultation with their mentors (Cf. 3.12). Elective
courses may also be chosen from SWAYAM/NPTEL. Students are required to participate in the evaluation process of such
courses. The grades obtained for such courses shall be recorded in the grade sheet, but not taken into account for computing
SGPA and CGPA.

3.12 Faculty Advisor/Mentor: A faculty advisor/mentor (and a co-mentor to perform the duties of a mentor during the absence
of the mentor) shall be assigned for groups of students. Generally the faculty advisor/mentor shall be assigned by the
concerned department, in consultation with the Director of the School concerned. (For the first year students of the BTECH
programme, the Director of the School of Technology may assign the faculty advisor/ mentor from departments belonging
to other Schools teaching at the SOT). Faculty advisors/ mentors shall help their mentees to plan their courses of study,
advise them on matters relating to academic performance and personality development, and help them to overcome various
problems and difficulties faced by them.

4.0 Admission

4.1 All admissions to the Graduate Degree Programmes of the University shall be on the basis of merit. There may, however, be
provision for direct admission for a limited number of NRI/FN students.
4.2 Eligibility Criteria:
4.2.1 To be considered for admission to a Graduate Degree Programme a candidate should have passed the Higher

Secondary examination of a recognized Board of Higher Secondary Education or an equivalent examination of any
University / Board securing grades/marks as specified in the table below.

4.2.2 A candidate must also obtain qualifying marks required by the University in entrance tests/personal interview as
the case may be. These marks shall be valid only for the academic year for which the test is held.

4.2.3 Admission will be on the basis of performance of the candidate at the qualifying examination, entrance test
and/or personal interview.
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Grade /Marks requirement from qualifying | Entrance Examinations / Personal

Programme examinations Interview

BTECH Passed the qualifying examination with National Entrance Test such as JEE
Physics/ Mathematics /Chemistry/ Computer | State level entrance examination such ag
Science/Electronics/Information CEE or the ADBU Entrance Examinatiorn
ITechnology/ Biology/Informatics Practices/ for Engineers

Biotechnology/Technical Vocational subject/
Agriculture/ Engineering Graphics/ Business
Studies/Entrepreneurship with 45% in the
aggregate of all subjects and 45% in the
aggregate of any of the three

BBA, BCA, Passed the qualifying examination in any Satisfactory performance in the
BCOM, BA stream with aggregate marks specified by Personal Interview

Honours appropriate academic body

BSc Honours Passed the qualifying examination in thg Satisfactory performance in the

science stream with aggregate of Physics| Personal Interview
Chemistry and Mathematics specified by
appropriate academic body

4.3 Reservation of seats for the programme shall be as per the guidelines laid out in the Statutes of the University.

4.4 Admissions shall ordinarily close after a specified period from the date of commencement of the first semester, through a
notification. However, in exceptional cases, admission of a candidate after the last date may be recommended to the
University with justification, by the School / Departments concerned. Under such an event, this period shall not exceed four
weeks from the date of commencement of the first semester.

4.4.1 The attendance of such students shall be computed from the date of admission.

4.4.2 Such students may be offered the opportunity of taking part in in-semester assessment modules which may have
already been completed.

4.5 All candidates shall be required to satisfy the norms prescribed by the University for medical fitness prior to admission.

4.6 BTECH Lateral Entry into Programmes
4.6.1 Polytechnic diploma holders in any branch of Engineering and Technology and B.Sc. Degree holders having
Physics, Chemistry and Mathematics shall be eligible for admission to degree courses in Engineering and Technology
in the third semester BTECH Programme against vacancies and/or seats in addition to the sanctioned intake in the first
year.
4.6.2 Such diploma holders should have been bonafide students of polytechnics duly approved by the government
and should have pursued an AICTE approved three-year diploma curriculum in an appropriate branch of Technology.
4.6.3 Only diploma holders who have secured a minimum of 45% in the aggregate in the relevant discipline and B.Sc.
students who have secured a minimum of 45% marks in the aggregate shall be eligible for consideration for admission.
The students belonging to B.Sc. Stream, would have to clear the subjects: Engineering Graphics/Engineering Drawing
and Engineering Mechanics of the First Year Engineering Programme along with the Second year subjects.
4.6.4 Such admissions shall be on the basis of merit in the ADBU entrance test and a personal interview.

4.7 Bridge Courses: The Departments shall make provision for Bridge Courses to facilitate admission of students from varied
backgrounds to a programme of their choice.

4.8 Value-added Courses: Each department shall offer value-added courses, which are optional. Certificates will be awarded to
those who successfully complete the course.

4.9 BTECH Honours

A student of BTech can obtain Honours by completing additional 18-20 credits in emerging areas of the same discipline of study.
Departmental Board of Studies shall finalize the emerging areas of study. Students eligible for Honours programme shall have a
CGPA of 6.5 till 2" Semester. In case of lateral entry students, they should have 15t class in their qualifying examination. Students
will be permitted to enroll for Honours in 3™ or 4th semester which may continue till 8t" semester until they complete 18-20
credits. In any semester, they will be advised to take not more than 6 credits of courses.

Students may be allowed to opt from SWAYAM/NPTEL courses. Teaching and evaluation of the courses will be as per university
norm followed for any other courses.

For the students, who opted for Honours but could not earn the minimum 18 credits till 8th semester examination, all the courses
completed shall be printed in the Transcript to recognize the additional effort of the students. The opportunity of additional
chance may be given to the willing students whose deficiency is marginal (at the most 6 credits).
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4.10 BTECH Minor Engineering

A student of BTech can obtain Minor by completing additional 18-20 credits in emerging areas of another discipline of study.
Departmental Board of Studies shall finalize the emerging areas of study. Students eligible for Honours programme shall have a
CGPA of 6.5 till 2" Semester. In case of lateral entry students, they should have 15t class in their qualifying examination. Students
will be permitted to enroll for Minor in 3" or 4th semester which may continue till 8t semester until they complete 18-20 credits.
In any semester, they will be advised to take not more than 6 credits of courses.

Students may be allowed to opt from SWAYAM/NPTEL courses. Teaching and evaluation of the courses will be as per university
norm followed for any other courses.

For the students, who opted for Minor but could not earn the minimum 18 credits till 8th semester examination, all the courses
completed shall be printed in the Transcript to recognize the additional effort of the students. The opportunity of additional
chance may be given to the willing students whose deficiency is marginal (at the most 6 credits).

5.0 University Registration
5.1 Candidates shall have to register as bona-fide students with the University as per the University regulations within a
period specified by the University, by a formal application routed through the Director of the School concerned.

6.0 Attendance

6.1. To be permitted to appear for the end-semester examination of a particular course, a student is required to have a minimum
attendance of 75% for that course.

6.2 Deficiency in attendance up to 10% may be condoned by the Director of the School in the case of leave taken for medical
and other grievous reasons, which are supported by valid medical certificates and other requisite documents.

6.3 Some students, due to exceptional situations like their own serious sickness and hospitalization or death of members of the
inner family circle (restricted to only father, mother, siblings), may have attendance below 65%. Such students may be given
bonus attendance percentage for a particular course based on his/her attendance for that course during the remaining days
of the current semester, as given in the following table:

Attendance during the remaining days Bonus percentage available in the current
of the current semester semester

95% or more

90% or more but less than 95%
85% or more but less than 90%
80% or more but less than 85%
75% or more but less than 80%

RINW| AU

They shall be permitted to appear for the end-semester examination of the course if on the strength of this bonus
attendance percentage, they obtain 65% attendance for that course.

6.4 If the sum of the credits of the courses for which a student is unable to appear at the end- semester examinations exceeds
50% of the total credits allotted for the semester, he/she shall not be permitted to appear for the entire end-semester
examinations in view of clause 10.5 of these Regulations.

6.5 The School may propose to set aside a certain portion of the in-semester assessment marks for attendance. The number of
marks and modalities of their allotment shall be made known to the students at the beginning of each semester.

6.6 Leave

6.6.1 Any absence from classes should be with prior sanctioned leave. The application for leave shall be submitted to
the Office of the Director of the concerned School on prescribed forms, through proper channels, stating fully the
reasons for the leave requested along with supporting documents.

6.6.2 In case of emergency such as sickness, bereavement or any other unavoidable reason for which prior application
could not be made, the parent or guardian must promptly inform the office of the Director of the concerned School.

6.6.3 If the period of absence is likely to exceed 10 days, a prior application for grant of leave shall have to be submitted
through the Director of the concerned School to the Registrar of the University with supporting documents in each
case; the decision to grant leave shall be taken by the Registrar on the recommendation of the Director of the
concerned School.

6.6.4 The Registrar may, on receipt of an application, also decide whether the student be asked to withdraw from the
programme for that particular semester because of long absence.

6.7 It shall be the responsibility of the student to intimate the concerned teachers regarding his/her absence before availing the
leave.
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7.0 Grading System
7.1 Three types of courses are offered in the Graduate programmes:
e  Graded courses: For the majority of the courses, students shall be assessed and given grades.
e  Pass/Non-Pass courses: There are some courses for which the students are expected to obtain a P grade to be
eligible for the degree.
e  Audit Courses: A third category of courses are audit courses. These are optional. However, students who opt for
these courses must have the required attendance to obtain a P grade in the course.
7.2 Based on the performance of a student, each student is awarded a final letter grade in each graded course at the end of the
semester and the letter grade is converted into a grade point. The correspondence between percentage marks, letter grades
and grade points is given in the table below:

Marks (x) obtained (%) | Grade Description Grade Points
90<x<100 [0} Outstanding 10
80<x<90 E Excellent 9
70<x< 80 A+ Very Good 8
60<x<70 A Good 7
50<x<60 B Average 6
40<x<50 C Below Average 5
x < 40 F Failed 0

In addition, a student may be assigned the grades ‘P’ and ‘NP’ for pass marks and non- passing marks respectively, for
Pass/No-pass courses, or the grade ‘X’ (not permitted).

7.2.1 A student shall be assigned the letter grade ‘X’ for a course if he/she is not permitted to appear for the end
semester examination of that course due to lack of requisite attendance.

7.2.2 A letter grade ‘F’, ‘NP’ or ‘X’ in any course implies failure in that course.

7.2.3 Astudent is considered to have completed a course successfully and earned the credits if she/he secures a letter
grade other than ‘F’, ‘NP’, or ‘X’.

7.3 Atthe end of each semester, the following measures of the performance of a student in the semester and in the programme
up to that semester shall be computed and made known to the student together with the grades obtained by the student in
each course:

7.3.1 The Semester Grade Point Average (SGPA): From the grades obtained by a student in the courses of a semester,
the SGPA shall be calculated using the following formula:

2i=1 GPixNG;

SGPA =
NG

Where  GP; = Grade points earned in the it" course
NC; = Number of credits for the i*" course
n = the number of courses in the semester
7.3.2 The Cumulative Grade Point Average (CGPA): From the SGPAs obtained by a student in the completed
semesters, the CGPA shall be calculated using the following formula:

CGPA = Ln:lsGPiXNSCi
" NSC;
Where SGP; = Semester Grade point of the i** semester
NSC; = Number of credits for the it" semester
n = the number of semesters completed

7.3.3 The CGPA may be converted into a percentage by multiplying CGPA by 10.

7.4 Both the SGPA and CGPA shall be rounded off to the second place of decimal and recorded as such. Whenever these CGPA
are to be used for official purposes, only the rounded off values shall be used.

7.5 There are academic and non-academic requirements for the Graduate programmes where a student shall be awarded the
‘P’ and ‘NP’ grades. Non-credit courses such as Service Learning, Constitution of India, Essence of Indian Traditional
Knowledge etc. belong to this category. No grade points are associated with these grades and these courses are not taken
into account in the calculation of the SGPA or CGPA. However, the award of the degree is subject to obtaining a ‘P’ grade
in all such courses.
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7.6 In the case of an audit course, the letters “AU” shall be written alongside the course name in the Grade Sheet. A student
is not required to register again for passing failed audit courses.

8.0 Assessment of Performance

8.1 A student’s performance is evaluated through a continuous system of evaluation comprising tests, quizzes, assighments,

seminars, minor projects, major projects and end-semester examinations.

8.2 Theory Courses: Theory courses shall have two components of evaluation — in- semester assessment of 40% weightage and
an end-semester examination having 60% weightage.

REGULATIONS

8.2.1 The modalities of the conduct of in-semester assessment and weightages attached to its various components
shall be as published by the School at the beginning of each semester.

8.3 Lab Courses: Lab courses (Laboratory, Drawing, Workshop, etc.) shall be evaluated on the basis of attendance, assessment of

tasks assigned and end semester test/viva voce. The weightage assigned for these components of the evaluation is given in

the following table:

Component Weightage
Attendance 10
Assessment of Tasks Assigned 30
End-semester test / viva voce 60

8.3.1 The modalities of the conduct of evaluation under the heading “Assessment of tasks assigned”, its components
and the weightages attached to its various components shall be published by the department concerned at the
beginning of each semester.

8.3.2 The evaluation of the end-semester test for a lab course may be done on the basis of criteria and weightage to
be specified in the question paper, among which are included

e  Organisation of the experiment
e  Actual conduct of the experiment assigned and accuracy of the result
e  Extent of completion

e A comprehensive viva-voce which examines the overall grasp of the subject

8.4 End-Semester examinations

8.5

8.4.1 End-semester examinations for the theory courses, generally of three hours’ duration, shall be conducted
by the University. The Director of the concerned school shall make the arrangements necessary for holding the
examinations.

8.4.2 In the end-semester examinations, a student shall be examined on the entire syllabus of the courses.

8.4.3 A student shall not obtain a pass grade for a course without appearing for the end- semester examination in
that course.

Industry Training/Internship Programme

8.5.1 Departments may require students to undergo industry training/internship programmes.

8.5.2 Departments are to notify the students at the beginning of their programmes about the details of industry
training/internship.

8.5.3 After the Industry Training/Internship programme, the student shall furnish a certificate from the organisation
where he/she underwent the programme as proof of successful completion.

8.5.4 The student shall submit a training/internship report to the department in a format to be laid down by the
concerned department. He/she shall also give a seminar to present the learning outcomes of the programme in the
presence of the faculty members and students of the department. The student shall be evaluated on the basis of the
report, the seminar and interaction during the seminar and grades shall be assigned. These grades shall be given a
weightage of two credits in the subsequent semester.

8.6 The Major Project

8.6.1 Students of the BTECH programme and BCA programme shall undertake a Major Project during the course
of their graduate studies. The BTECH major project work is normally conducted in two phases during the seventh
and eighth semesters of the programme and is to be done individually or in groups within the campus. A department
may substitute this with two independent projects in the seventh and eighth semesters with prior permission from
the statutory authority. The BCA major project work is conducted during the sixth semester of the programme, and
is to be done individually or in groups within the campus.
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8.6.2 Each department shall constitute a Departmental Project Evaluation Committee (DPEC) consisting of the Head
of the Department, Project Co-ordinator and two senior teachers from the department, with the Project Co-ordinator
as the convenor. The DPEC shall co-ordinate the conduct and assessment of the project.
8.6.3 The DPEC shall notify the schedule and modalities for the following stages in the implementation of the
project.
e  Submission of the topic of the project.
e Notification for assignment of project supervisors.
e Submission of the synopsis.
e Schedule and modality for the submission of weekly activity reports.
e Schedule for the seminar presentation of synopsis.
e Schedule for Progress Seminars, submission of progress reports and viva voce examination.
e  Date for the submission of the project report and a brief summary.
e Dates for the external evaluation of the project.
In the case of the BTECH project, some of these activities may be performed during semester VIl (Phase I) and others
during Semester VIII (Phase Il) as shall be notified by the DPEC.

8.6.4 The DPEC may ask a student to resubmit a synopsis if the same does not get its approval.
8.6.5 The Convenor of the DPEC shall submit to the Controller of Examinations a panel of at least three names of
external examiners at least three weeks before the external examination. The Controller of Examinations shall
appoint the external examiner(s) from this panel. The project supervisor shall be the internal examiner.
8.6.6 Each student shall submit to the DPEC three bound, typed copies of the project report, and prepared according
to the prescribed format, after the pre-submission seminar, by the due date. The student shall also submit three
copies of a brief summary of the project that shall be forwarded to the concerned examiners.
8.6.7 The DPEC shall make the arrangements necessary to conduct the external evaluation in consultation with the
examiner(s) appointed by the University, during the dates notified.
8.6.8 Phase | of the project shall be evaluated through in-semester assessment only. The modality and components
of the assessment and their weightages shall be determined by the School and the same shall be notified at the
beginning of each semester.
8.6.9 Phase Il of the project shall be evaluated through in-semester and end-semester assessments of equal
weightage. The in-semester assessment shall be done by the DPEC and the project supervisor and the end-semester
assessment shall be done by the external examiner(s) and the project supervisor, assisted by the DPEC. The modality
and components of the in-semester assessment and their weightages shall be determined by the school and the
same shall be notified at the beginning of each semester.
8.6.10 The DPEC shall forward the in-semester assessment marks to the Controller of Examinations by the date
specified by the Examination Department.
8.6.11 The end-semester assessment shall have the following components:

e  Project implementation: 40 marks

e  Seminar presentation: 20 marks

e  Viva voce examination: 20 marks

e  Project documentation: 20 marks
8.6.12 Independent projects as envisaged in clause 8.6.1 shall be evaluated in the same manner as Phase Il of the
major project.
8.6.13 Those who obtain an ‘F’ grade for the major project shall be required to re-enrol for it in the subsequent
semesters.

8.7 Minor and Mini Projects

8.7.1 Students may be assigned minor and mini projects by the department from the fourth semester onwards to ensure
that their learning becomes a hands-on experience. These projects shall be executed by the students individually or
in groups under the guidance of faculty members appointed by the department.

8.7.1.1 BCOM students shall undertake a Project (phase 1 & 2) spread across 5th and 6th semesters.
8.7.2 The mode of evaluation of these projects shall follow the pattern of evaluation of Lab Courses (vide clause 8.3) and

the modalities for the conduct of evaluation, its components and the weightages attached to these components shall
be published by the department concerned at the beginning of each semester.
8.7.3 The students may be required to submit project reports in the format specified. The evaluation of the Minor and Mini
Projects shall take into consideration these project reports.
8.8 The evaluation of performance in non-credit courses shall be done by the authorities conducting them and they shall
communicate the grades to the Director of the concerned School who shall forward them to the Controller of Examinations.
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8.9 The Director of the concerned School shall forward the marks obtained in the in- semester evaluation to the Controller
of Examinations within the prescribed time as may be notified.
8.9.1 All evaluated work in a course except the end semester answer scripts shall be returned to the students
promptly.
8.10 Eligibility for appearing in the end-semester examinations: A student shall be permitted to appear for the end-semester
examinations, provided that
8.10.1 A student has not been debarred from appearing in the end semester examinations as disciplinary action for
serious breach of conduct.
8.10.2 He/she has satisfactory attendance during the semester according to the norms laid out in section 6 of these
regulations.
8.10.3 He/she has paid the prescribed fees or any other dues of the university within the date specified.
8.11 Registration for end-semester Examinations
8.11.1 The University shall, through a notification, invite applications from students to register for the end-
semester examinations.

8.11.2 Students who have registered with the University (vide clause 5) and those who have applied for such
registration may apply to appear for the end- semester examinations of the university, in response to the notification
issued by the University, provided that they fulfil the eligibility norms as laid down in clause 8.10.

8.11.3 All eligible candidates shall be issued an admit card for the relevant examination and for specified courses. A
student who does not have a valid admit card may not be permitted to write the end-semester examinations.

8.11.4 A student who secures an ‘F’ or ‘X’ grade in any course in a semester may register for the end-semester
examination for that course in a subsequent semester when that course is offered again, within the maximum period
of time allotted for the completion of the programme. The in-semester assessment marks obtained by him/ her in the
last semester in which the said course was attended by him/her shall be retained.

8.11.5 Similarly, in case of an ‘NP’ grade in non-credit courses the student shall have to re-register for it in the
appropriate semester of the next academic session.

8.11.6 When a student re-registers for the end semester examination of a course, in accordance with clause 8.11.4
above, the better of the two grades obtained (the old and the new) shall be considered for the calculation of SGPA and
CGPA.

8.12 Conduct of Examinations: The University shall conduct the end-semester examinations in accordance with the applicable
regulations on such dates as are set down in the Academic Calendar or as notified.

8.13 Declaration of Results: The University shall declare the results of a semester and make available to the students their grade
sheets within the time-frame prescribed by the relevant regulations of the university and specified in the academic calendar.
8.14 The University may withhold the results of a student for any or all of the following reasons

e he/she has not paid his/her dues
e thereis a disciplinary action pending against him/her
e he/she has not completed the formalities for University Registration according to the requirement of section 5 of these
Regulations.
8.15 Re-examining of answer scripts
8.15.1 If a student feels that the grade awarded to him/her in a course is not correct, he/she may apply to the
University for the re-examining of his/her answer script.

8.15.2 Re-examining of scripts may be of two different categories — scrutiny and re- evaluation.

8.15.3 Scrutiny: The activities under this category shall ordinarily be confined to checking

e correctness of the total marks awarded and its conversion into appropriate letter grades

e whether any part/whole of a question has been left unevaluated inadvertently

e  correctness of transcription of marks on the tabulation sheet and the grade sheet issued in respect of the course
under scrutiny.

8.15.4 Re-evaluation: Re-evaluation of the answer script by independent experts in the concerned subject(s).

8.15.5 Application for re-examining of answer scripts
e A student may apply for scrutiny or re-evaluation for one or more courses of the just-concluded end-semester
examinations within seven calendar days from the date of publication of its results in the application form
prescribed for this purpose.
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e He/she shall pay the prescribed fee to the University as notified.

e A student applying for scrutiny/re-evaluation shall expressly state on the application form whether the
application made is for Scrutiny or for Re- evaluation. In each case, the student may also request to see his/her
answer script.

e All applications for scrutiny/re-evaluation must be routed through the Director of the concerned School.

8.15.6 If in the process of re-examining, the grade obtained in a course changes, the better of the two grades shall be
assigned to the course. If there is a change, the new grade shall be recorded and a new grade sheet shall be issued to
the student.
8.15.7 Without prejudice to any of the clauses of section 8.15, a student who has been found to have used unfair
means during an examination shall not be eligible to apply for scrutiny or re-evaluation of answer scripts.
8.16 Repeat Examination: The University shall conduct repeat examination for those with F grade at a different time slot, as set
down in the Academic Calendar or as notified. Such students should register for these examinations.

8.17 Improvement Examination
8.16.1 After the completion of the entire programme of study, a student may be allowed the provision of
improvement examinations. These are to be availed of only once each in the Autumn and Spring semesters that
immediately follow the completion of the programme, and within the maximum number of years permissible for a
programme.
8.16.2 A student who has taken migration from the University shall not be eligible to appear for Improvement
Examination.
8.16.3 A student may not choose more than the number of courses specified below for improvement examinations.

Programme | Number of Courses for Improvement Examinations
Autumn Semester Spring Semester Total

BTECH 6 6 12
BCA 4 4 8
BCOM 4 4 8
BBA 4 4 8

BA 4 4 8
BSc 4 4 8

8.16.4 After the improvement examination, the better of the two grades obtained (the old and the new) shall be

considered for the calculation of SGPA and CGPA.

8.16.5 If the student improves his/her grades through the improvement examination, new grade sheets and

comprehensive transcripts shall be issued to the student.

8.17 Special Examination

8.17.1 The University shall conduct Special Examinations to benefit the following categories of students:

8.17.1.1 Students who, on the completion of the final semester, have some ‘F’ graded courses in the two final
semesters, but no ‘F’ or ‘X’ graded courses in any of the previous semesters

8.17.1.2 Students who have only one ‘F’ graded course in a semester other than the two final semesters and do
not have ‘F or ‘X’ graded courses in the two final semesters.

8.17.2 The Special Examinations shall ordinarily be conducted each year within a month of the declaration of the

results of the Spring Semester.

8.17.3 Students who fail to secure 50% of the credits offered in the final semester shall not be eligible to appear for

the special examinations. Such students will be governed by the provisions of clause 10.5 of these regulations.

However, this restriction shall not apply in the case of students who are unable to appear in the end semester

examinations due to exceptional situations like their own serious illness and hospitalisation or death of members of

the inner family circle (restricted to only father, mother, siblings).

8.17.4 Students who have ‘X’ graded courses only in the last two semesters may be offered the opportunity for

participating in a Tutorial Programme which may be conducted during the semester break immediately following the

end- semester examinations of the final semester and students who earn 85% attendance for the programme shall

be permitted to appear for the Special Examinations. Separate fees shall be charged for the Tutorial Programme.

8.17.5 Students who do not obtain pass grades in any course at the special examinations shall have to apply in the

prescribed format and appear for the end-semester examination of these courses when they are scheduled by the

University during subsequent relevant end-semester examinations.

9.0 Change of Branch (only for BTECH)

9.1 Normally a student admitted to a particular branch of the BTECH programme shall continue studying in that branch
till completion. However, in special cases the university may permit a student to change from one branch of studies to
another after the first two semesters.

.
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9.2 Students shall be allowed a change in branch subject to the limitation that the strength of a branch should not fall below the
existing strength by more than ten percent and should not go above the sanctioned strength by more than ten percent.

9.3 Only those students shall be eligible for consideration of a change of branch, who have completed all the credits required in
the first two semesters of their studies, in their first attempt.

9.4 Applications for a change of branch must be made by intending eligible students in the prescribed form. The Office of the
Registrar shall call for applications at the beginning of the third semester and the completed forms must be submitted by
the last date specified in the notification.

9.5 Students may enlist up to two choices of branch, in order of preference, to which they wish to change over. It shall not be
permissible to alter the choice after the application has been submitted.

9.6 Change of branch shall be made strictly in order of merit of the applicants. For this purpose the CGPA obtained at
the end of the second semester shall be considered. In case of a tie, the following shall be considered in the given order: the
SGPA of the second semester, the SGPA of the first semester, grades obtained by the applicants in the courses of the second
semester in an order to be determined by the Office of the Registrar.

9.7 A committee consisting of the Director and heads of departments of the concerned School, chaired by the Registrar shall
examine the applications and consider them on the basis of the criteria laid out above.

9.8 The details of branch changes effected shall be notified to the students by the Registrar, within 7 days of the submission of
applications.

9.9 All changes of branch shall be final and binding on the applicants. No student shall be permitted, under any circumstance, to
refuse the change of branch offered.

9.10 All changes of branch made in accordance with the above rules shall be effective from the third semester of the applicants
concerned. No change of branch shall be permitted after this.

10.0 Enrolment (for semesters other than the first)
10.1 Every student is required to enrol for the relevant courses before the commencement of each semester within the
dates fixed for such enrolment and notified by the Registrar.
10.2 Students who do not enrol within the dates announced for the purpose may be permitted late enrolment up to the
notified date on payment of a late fee.
10.3 Only those students shall be permitted to enrol who have
e cleared all University, Departmental, Hostel and Library dues and fines (if any) of the previous semester,
e paid all required University, Departmental and Hostel fees for the current semester, and
¢ not been debarred from enrolling on any specific ground.

10.4 No student may enrol for a semester if he/she has not appeared, for whatever reason, in the end semester examinations
of the previous semester.

10.5 A student who fails to obtain 50% of the credits offered in the third and subsequent semesters shall not be permitted to
enrol for the next semester and shall have to re-enrol for and attend all the courses of the said semester in the following
academic year. Students who due to X grade (lack of due attendance) have been debarred from exams in any semester
(including first and second) will have to re-enrol for the same.

11.0 Eligibility for the Award of the Graduate Degree
11.1 A student shall be declared to be eligible for the award of the Graduate Degree for which he/she has enrolled if he/she has

11.1.1 completed all the credit requirements for the degree with grade ‘C’ or higher grade in each of the mandatory
graded courses and grade ‘P’ in all mandatory non-graded courses;

11.1.2 satisfactorily completed all the non-credit requirements for the degree viz., Extra Academic Activities, Industry
Training, Field Work, Internship Programme, etc. (if any);

11.1.3 obtained a CGPA of 5.00 or more at the end of the semester in which he/she completes all the
requirements for the degree;

11.1.4 owes no dues to the University, School, Department, Hostels; and
11.1.5 has no disciplinary action pending against him/her.

11.2 The award of the Graduate Degree must be recommended by the Academic Council and approved by the Board of
Management of the University.

12.0 Termination from the Programme

12.1 If more than the number of years permitted for the completion of a programme have elapsed since the student was
admitted, and the student has not become eligible for the award of Degree, the student shall be removed from the
programme.

12.2 A student may also be required to leave the Programme on disciplinary grounds on the recommendations of the Students’
Disciplinary Committee of the concerned School.
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ASSAM DON BOSCO UNIVERSITY REGULATIONS
POST GRADUATE DEGREE PROGRAMMES
SCIENCE AND TECHNOLOGY

The following are the regulations of the Assam Don Bosco University concerning the Post- Graduate Programmes leading to the
award of the Master’s Degree in the disciplines of Science and Technology made subject to the provisions of its Statutes and
Ordinances.

1.0 Academic Calendar

1.1 Each academic year is divided into two semesters of approximately 18 weeks duration: an Autumn Semester (July —
December) and a Spring Semester (January — June). The Autumn Semester shall ordinarily begin in July for students already
on the rolls and the Spring Semester shall ordinarily begin in January. However, the first semester (Autumn, for newly
admitted students) may begin later depending on the completion of admission formalities.

1.2 The schedule of academic activities approved by the Academic Council for each semester, inclusive of the schedule of
continuing evaluation for the semester, dates for the conduct of end-semester examinations, the schedule of publication of
results, etc., shall be laid down in the Academic Calendar for the semester.

2.0 Duration of the Programme

2.1 The normal duration of the Post Graduate Programme shall be as per the table given below:

Programme Number of Semesters |Number of Years
Master of Technology (MTECH) 4 2
Master of Computer Applications (MCA) 4 2
Master of Science (MSc) 4 2

2.2 However, students who do not fulfill some of the requirements in their first attempt and have to repeat them in subsequent
semesters may be permitted up to 4 more semesters (2 years) to complete all the requirements of the degree.

2.3 Under exceptional circumstances and depending on the merit of each case, a period of 2 more semesters (1 year) may be
allowed for the completion of the programme

3.0 Course Structure

3.1 The University follows Outcome Based Education with Choice Based Credit System (CBCS) for all the Post Graduate Degree
Programmes. One credit is equivalent to 15 hours of lecture/tutorial or 30 hours of practical. The courses offered for the
Post Graduate Degree Programmes are divided into two baskets — Core Courses and Elective Courses.

3.2 Core Courses: Core courses are those in the curriculum, the knowledge of which is deemed essential for students who are
pursuing the said Post Graduate Degree Programme.
3.2.1 A student shall be required to take all the core courses offered for a particular programme.
3.2.2 The number of credits required from core courses shall be as prescribed by the competent academic authority.

3.3. Elective Courses: These are courses in the curriculum which give the student opportunities for specialization and which cater
to his/her interests and career goals. These courses may be selected by the student and/or offered by the department
conducting the programme, from those listed in the curriculum according to the norms laid down by the competent academic
authority.

3.3.1 The number of credits which may be acquired through elective courses shall be prescribed by the competent
academic authority.

3.3.2 It shall be the prerogative of the department not to offer an elective course which has less than 5 students
opting for it.

The schema of categorisation of courses into baskets is as given below:

Core Courses
Departmental Core (DC) [Core courses which are offered by the department conducting th
programme
School Core (SC) Core courses which are offered by a department other than the departme
conducting the programme, from within the same School
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Institutional Core (IC) Core courses which are offered by departments of the University fro
Schools other than the parent School
Elective Courses

Departmental Elective courses which are offered by the department conducting th
Elective (DE) programme
School Elective (SE) Elective courses which are offered by a department other than th

department conducting the programme, from within the same School
Institutional Elective (IE) [Elective courses which are offered by departments of the University fro
Schools others than the parent School

*UGC Equivalent Courses- Core Paper (DC), Ability Enhancement Compulsory Course (IC/SC), Skill Enhancement Course (IE),
General Elective (IE/SE), Discipline Specific Elective (DE)

*AICTE Equivalent Courses - Basic Science Course (IC), Engineering Science Course(IC), Open Elective Course (IC), Humanities
and Social Science Courses (IC),Mandatory Course (IC), Professional Core Course (DC), Professional Elective Course (DE)

3.6 In order to qualify for a Post Graduate Degree, a student is required to complete the minimum credit requirements as
prescribed by the competent academic authority.

3.7 Inaddition to the prescribed credit requirement, a student shall have to complete Institutional mandatory courses with Pass
grade, as prescribed by the competent academic authority, from time to time, which shall be recorded in the Grade sheet
but not taken into account for computing the SGPA and the CGPA.

3.8 Audit Course: Students who secure a CGPA of at least 8 at the end of the first may opt to take one audit course per semester
from any Department from the second semester onwards, provided the course teacher permits the auditing of the course.
This shall be done under the guidance of the Departmental Faculty Advisor/mentor. The student is free to participate in the
evaluation process for such courses. However, an attendance of 75% is necessary for obtaining a P grade for such courses.
When auditing courses offered by other departments, it shall be the responsibility of the student to attend such courses
without missing courses of one’s own department and semester.

3.9 In addition, students may also opt for additional elective courses in consultation with their mentors. Students are required
to participate in the evaluation process of such courses. The grades obtained for such courses shall be recorded in the grade
sheet, but not taken into account for computing SGPA and CGPA.

3.10 It shall be the prerogative of the department to not offer an elective course which has less than 5 students opting for it.
3.11 The medium of instruction shall be English and examinations and project reports shall be in English.

3.12 The course structure and syllabi of the Post Graduate Degree Programmes shall be approved by the Academic Council
of the University. Departmental Boards of Studies (DBOS) shall discuss and recommend the syllabi of all the courses offered
by the department from time to time before forwarding the same to the School Board of Studies (SBOS). The SBOS shall
consider the proposals from the departments and make recommendations to the Academic Council for consideration and
approval.

3.13 The curriculum may include industry training and /or fieldwork for a specified time. This is to be satisfactorily completed
before a student is declared eligible for the degree. There shall be credit allocation for such industrial training or fieldwork.
Normally these activities shall be arranged during convenient semester breaks as shall be determined by the School Board
of Studies.

3.14 Faculty Advisor/Mentor: A faculty advisor/mentor (and a co-mentor to perform the duties of a mentor during the absence
of the mentor) to shall be assigned for groups of students. Faculty advisors/mentors shall help their mentees to plan their
courses of study, advise them on matters relating to academic performance and personality development, and help them to
overcome various problems and difficulties faced by them.

4.0 Admission

4.1 Alladmissions to the Post Graduate Degree Programmes of the University shall be on the basis of merit. There may, however,
be provision for direct admission for a limited number of NRI/FN students.

4.2 Eligibility Criteria
4.2.1 To be considered for admission to a Post Graduate Degree Programme a candidate should have passed a
Bachelor’s Degree (or equivalent) programme of a recognised university securing grades/marks as specified in the
table below.
4.2.2 Admission will be on the basis of the performance of the candidate at the graduate level, the Post Graduate
Entrance Test conducted by the university and/or a personal interview. Candidates for MTECH who have a valid GATE
score may be exempted from the entrance test.
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Entrance Examinations

Programme Grade /Marks requirement from qualifying examinations X
J / q q ying / Personal Interview

Completed a Bachelor’s Degree programme in the appropriate
stream of technology from a recognised university successfully Post Graduate Entrance Test

MTECH with a minimum CGPA of 6.5 (or equivalent). The Academic Council of Assam Don Bosco
may establish other eligibility criteria for M Tech in a particular | University
discipline.

Completed a Bachelor’s Degree programme in any stream of a
recognised university successfully with a minimum of 50 % marks in
the aggregate. In addition, the candidate must have passed
Mathematics or equivalent at the higher secondary level or above.

Post Graduate Entrance Test
of Assam Don Bosco
University

MCA

Completed a Bachelor’'s Degree programme in Science of a
MSc recognised university successfully with a minimum aggregate,
specified by the competent academic body.

Satisfactory performance in
the Personal Interview

4.3 Reservation of seats for the programme shall be as per the guidelines laid out in the Statutes of the University.

4.4 Admissions shall ordinarily close after a specified period from the date of commencement of the first semester, through a
notification. However, in exceptional cases, admission of a candidate after the last date may be recommended to the
University with justification, by the School / Departments concerned. Under such an event, this period shall not exceed four
weeks from the date of commencement of the first semester.

4.4.1 The attendance of such students shall be computed from the date of admission.
4.4.2 Such students may be offered the opportunity of taking part in in-semester assessment modules which may have
already been completed.

4.5 All candidates shall be required to satisfy the norms prescribed by the University for medical fitness prior to admission.

4.6 Candidates may be required to furnish a certificate of good conduct from the institution last attended.

4.7 Bridge Courses: The Departments shall make provision for Bridge Courses to facilitate admission of students from varied
backgrounds to a programme of their choice.

4.8 Value-added Courses: Each department shall offer value-added courses, which are optional. Certificates will be awarded to
those who successfully complete the course.

5.0 University Registration
5.1 Candidates shall have to register as bona-fide students with the University as per the University regulations within a
period specified by the University, by a formal application routed through the Director of the School concerned.

6.0 Attendance

6.1 To be permitted to appear for the end-semester examination of a particular course, a student is required to have a minimum
attendance of 75% for that course.

6.2 Deficiency in attendance up to 10% may be condoned by the Director of the School in the case of leave taken for medical
and other grievous reasons, which are supported by valid medical certificates and other requisite documents.

6.3 Some students, due to exceptional situations like their own serious sickness and hospitalization or death of members of inner
family circle (restricted to only father, mother, siblings), may have attendance below 65%. Such students may be given bonus
attendance percentage for a particular course based on his/her attendance for that course during the remaining days of the
current semester, as given in the following table:

Attendance during the remaining days of the | Bonus percentage available in the current
current semester semester

95% or more

90% or more but less than 95%
85% or more but less than 90%
80% or more but less than 85%
75% or more but less than 80%

RIN|W [~

They shall be permitted to appear for the end-semester examination of the course if, on the strength of this bonus attendance
percentage, they obtain 65% attendance for that course.

18 |ADBU| Regulations and Syllabus|2021-22|



REGULATIONS

6.4 If the sum of the credits of the courses for which a student is unable to appear at the end- semester examinations exceeds
50% of the total credits allotted for the semester, he/she shall not be permitted to appear for the entire end-semester
examinations in view of clause 9.5 of these Regulations.

6.5 The School may propose to set aside a certain portion of the in-semester assessment marks for attendance. The number of
marks and modalities of their allotment shall be made known to the students at the beginning of each semester.

6.6 Leave

6.6.1 Any absence from classes should be with prior sanctioned leave. The application for leave shall be submitted to the
office of the Director of the concerned School on prescribed forms, through proper channels, stating fully the reasons
for the leave requested along with supporting documents.

6.6.2 In case of emergency such as sickness, bereavement or any other unavoidable reason for which prior application
could not be made, the parent or guardian must promptly inform the office of the Director of the concerned School.

6.6.3 If the period of absence is likely to exceed 10 days, a prior application for grant of leave shall have to be submitted
through the Director of the concerned School to the Registrar of the University with supporting documents in each
case; the decision to grant leave shall be taken by the Registrar on the recommendation of the Director of the
concerned School.

6.6.4 The Registrar may, on receipt of an application, also decide whether the student be asked to withdraw from the
programme for that particular semester because of long absence.

6.7 It shall be the responsibility of the student to intimate the concerned teachers regarding his/her absence before availing the
leave.

7.0 Grading System
7.1 Three types of courses are offered in the Post Graduate programmes:
e Graded courses: For the majority of the courses, students shall be assessed and given grades.
® Pass/No-Pass courses: There are some courses for which the students are expected to obtain a P grade to be eligible for
the degree.
o Audit Courses: A third category of courses are audit courses. These are optional.
However, students who opt for these courses must have the required attendance to obtain a P grade in the course.
7.2 Based on the performance of a student, each student is awarded a final letter grade in each graded course at the end of the
semester and the letter grade is converted into a grade point. The correspondence between percentage marks, letter grades
and grade points is given in the table below:

Marks (x) obtained (%) Grade Description Grade Points
90<x <100 0 Outstanding 10
80<x<90 E Excellent 9
70<x<80 A+ Very Good 8
60<x<70 A Good 7
50<x<60 B Average 6
40<x<50 C Below Average 5
x <40 F Failed 0

In addition, a student may be assigned the grades ‘P’ and ‘NP’ for pass marks and non- passing marks respectively, for
Pass/No-pass courses, or the grade ‘X’ (not permitted).
7.2.1 A student shall be assigned the letter grade ‘X’ for a course if he/she is not permitted to appear for the
end semester examination of that course due to lack of requisite attendance.

7.2.2 Aletter grade ‘F’, ‘NP’ or ‘X" in any course implies failure in that course.
7.2.3 A student is considered to have completed a course successfully and earned the credits if she/he secures a
letter grade other than ‘F’, ‘NP’, or ‘X’.
7.3 At the end of each semester, the following measures of the performance of a student in the semester and in the programme
up to that semester shall be computed and made known to the student together with the grades obtained by the student in
each course:

7.3.1 The Semester Grade Point Average (SGPA): From the grades obtained by a student in the courses of a semester, the
SGPA shall be calculated using the following formula:
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SCPA = i=1 GPi xNG;
NG
Where GP; = Grade points earned in the i*"course
NC; = Number of credits for the i*"course
n = the number of courses in the semester

7.3.2 The Cumulative Grade Point Average (CGPA): From the SGPAs obtained by a student in the completed semesters, the
CGPA shall be calculated using the following formula:

™ SGP; x NSC;
cepa = ZELSGPXNSC — ’
LiNSG;
Where SGP; = Semester Grade point of the it" semester
NSC; = Number of credits for the it" semester
n = the number of semesters completed

7.3.3 The CGPA may be converted into a percentage by multiplying CGPA by 10.

7.4 Both the SGPA and CGPA shall be rounded off to the second place of decimal and recorded as such. Whenever these CGPA
are to be used for official purposes, only the rounded off values shall be used.

7.5 There are academic and non-academic requirements for the Graduate programmes where a student shall be awarded the
‘P’ and ‘NP’ grades. Non-credit courses such as Extra Academic Programmes belong to this category. No grade points are
associated with these grades and these courses are not taken into account in the calculation of the SGPA or CGPA. However,
the award of the degree is subject to obtaining a ‘P’ grade in all such courses.

7.6 In the case of an audit course, the letters “AU” shall be written alongside the course name in the Grade Sheet. A student is
not required to register again for passing failed audit courses.

8.0 Assessment of Performance

8.1 A student’s performance is evaluated through a continuous system of evaluation comprising tests, quizzes, assignments,
seminars, minor projects, major projects and end-semester examinations.

8.2 Theory Courses: Theory courses shall have two components of evaluation — in- semester assessment of 40% weightage and
an end-semester examination having 60% weightage.

8.2.1 The modalities of the conduct of in-semester assessment and weightages attached to its various components
shall be as published by the School/Department at the beginning of each semester.

8.3 Lab Courses: Lab courses (Laboratory, Drawing, Workshop, etc.) shall be evaluated on the basis of attendance, assessment of
tasks assigned and end semester test/viva voce. The weightage assigned for these components of the evaluation is given in
the following table:

Component Weightage
Assessment of Tasks Assigned 40
End-semester test / Viva voce 60

8.3.1 The modalities of the conduct of evaluation under the heading “Assessment of tasks assigned”, its components and
the weightages attached to its various components shall be published by the department concerned at the beginning
of each semester.

8.3.2 The evaluation of the end-semester test for a lab course may be done on the basis of criteria and weightage to be
specified in the question paper, among which are included

. Organisation of the program/experiment

. Coding, freedom from logical and syntactical errors, and accuracy of the result obtained / conduct of the
experiment assigned and accuracy of the result

. Extent of completion

. A comprehensive viva-voce which examines the overall grasp of the subject

8.4 End-Semester examinations
8.4.1 End-semester examinations for the theory courses, generally of three hours’ duration, shall be conducted by the
University. The Director of the concerned school shall make the arrangements necessary for holding the
examinations.
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8.4.2 Inthe end-semester examinations, a student shall be examined on the entire syllabus of the courses.
8.4.3 A student shall not obtain a pass grade for a course without appearing for the end- semester examination in that
course.

8.5 Research Seminar
8.5.1 During the course of the Post Graduate programme students may be required to conduct research seminars on a
regular basis. The purpose of these research seminars is to encourage the students to conduct literature survey on
the recent trends and developments in a chosen area of the discipline.
8.5.2 The literature survey conducted in preparation for these seminars may lead the students to the development of a
project model to be executed during the final semesters of the programme.
8.5.3 The Research Seminars shall be evaluated on the basis of a presentation, a report and a viva voce examination.
8.6 The Major Project / Research Project / Dissertation

8.6.1 Students of the Post Graduate Programme shall undertake a Major Project / Research Project / Dissertation
during the course of their Post Graduate studies. The Major Project / Research Project / Dissertation (to be referred
to as Major Project henceforth) is normally conducted in two phases during the last two semesters of the
programme.

8.6.2 The Major Project may be a software project, a research oriented project or research work which leads to a
dissertation, as may be relevant to the discipline in which the work is undertaken. If it is a research oriented work,
it should expose the students to the current state of research in a chosen area of the discipline and lead to new
developments in the area.

8.6.3 The Major Project is to be undertaken individually in the campus or outside as may be specified by the department.

8.6.4 Each department shall constitute a Departmental Project Evaluation Committee (DPEC) consisting of the Director of
the School (Chairperson), Head of the Department (Vice Chairperson), Project Co-ordinator and two senior teachers
from the department, with the Project Co-ordinator as the convenor. The DPEC shall co-ordinate the conduct and
assessment of the project.

8.6.4.1 The DPEC will notify the schedule and modalities for the following stages in the implementation of the
project.

e Submission of the topic of the project.

e Notification for assignment of project supervisors.

e Submission of the synopsis

e Schedule for the seminar presentation of synopsis.

e Schedule for Progress Seminars, submission of progress reports and viva voce examination.
e Date for the submission of the project report and a brief summary.

e  Dates for the end semester evaluation of the project.

8.6.5 The DPEC may ask a student to resubmit a synopsis if the same does not get its approval.

8.6.6 The project supervisor may be from outside the department or university. Such a supervisor should be approved by
the DPEC and jointly supervise a project with a faculty member of the department.

8.6.7 The minimum qualification of a project supervisor shall be laid down by the DPEC in consultation with the Director of
the School and authorities of the University.

8.6.8 The Chairperson of the DPEC will submit to the Controller of Examinations a panel of at least three names of external
examiners at least three weeks before the end semester examination. The Controller of Examinations will appoint
the external examiner(s) from this panel.

8.6.9 Each student shall submit to the DPEC four bound, printed copies of the project report, prepared according to the
prescribed format made available, by the due date. The student will submit also three copies of a brief summary of
the project that will be forwarded to the concerned examiners.

8.6.10 The DPEC will make the arrangements necessary to conduct the end semester evaluation in consultation with the
examiners appointed by the University, during the dates notified.

8.6.11 The project will be evaluated through in-semester and end-semester assessments of equal weightage. The in-semester
assessment will be done by the DPEC and the project supervisor. The end-semester assessment will be done by the
external examiner(s), the project supervisor and a member of the DPEC appointed by it for the purpose. The
weightages attached to their respective evaluations shall be 60:20:20.

8.6.12 The DPEC will forward the in-semester assessment marks to the Controller of Examinations by the date specified
by the Examination Department.
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8.6.13 Given below are the suggested components of Internal assessment and respective marks assigned:
e Synopsis: 15 marks
e Seminar presentation of the synopsis: 15 marks
e Project implementation: 40 marks
e Pre-submission presentation: 15 marks
e Pre-submission viva voce: 15 marks

8.6.14 Given below are the suggested components of External assessment and respective marks assigned:
* Project implementation: 40 marks
e Seminar presentation: 25 marks
¢ Viva voce examination: 20 marks
e Project documentation: 15 marks
8.6.15 Publication of papers and registering of patents are encouraged during the Post Graduate programme. Papers
published or patents obtained may be awarded extra weightage during the evaluation of the project.
8.6.16 Those who obtain an ‘F’ grade for the major project will be required to re-enrol for it in the subsequent semester
and pay the prescribed fees.

8.7 The Director will forward the marks obtained in the in-semester evaluation to the Controller of Examinations within

8.8
8.9

the prescribed time as may be notified.
All evaluated work in a subject except the end semester answer scripts will be returned to the students promptly.

Eligibility for appearing in the end-semester examinations: A student shall be permitted to appear for the end-semester

examinations, provided that

8.9.1 A student has not been debarred from appearing in the end semester examinations as disciplinary action for serious
breach of conduct.

8.9.2 He/she has satisfactory attendance during the semester according to the norms laid out in section 6 of these
regulations.

8.9.3 He/she has paid the prescribed fees or any other dues of the university within the date specified.

8.10 Registration for end-semester Examinations

8.10.1 The University shall, through a notification, invite applications from students to register for the end-semester
examinations.

8.10.2 Students who have registered with the University (vide clause 5) and those who have applied for such registration
may apply to appear for the end- semester examinations of the university, in response to the notification issued by
the University, provided that they fulfil the eligibility norms as laid down in clause 8.9.

8.10.3 All eligible candidates shall be issued an admit card for the relevant examination and for specified courses. A student
who does not have a valid admit card may not be permitted to write the end-semester examinations.

8.10.4 A student who secures an ‘F’ or ‘X’ grade in any course in a semester may register for the end-semester examination
for that course in a subsequent semester when that course is offered again, within the maximum period of time
allotted for the completion of the programme. The in-semester assessment marks obtained by him/ her in the last
semester in which the said course was attended by him/her shall be retained.

8.10.5 Similarly, in case of an ‘NP’ grade in Extra Academic Programmes the student shall have to re-register for it in the
appropriate semester of the next academic session.

8.10.6 When a student re-registers for the end semester examination of a course, in accordance with clause 8.10.4
above, the better of the two grades obtained (the old and the new) shall be considered for the calculation of SGPA
and CGPA.

8.11 Conduct of Examinations: The University shall conduct the end-semester examinations in accordance with the applicable

regulations on such dates as are set down in the Academic Calendar or as notified.

8.12 Declaration of Results: The University shall declare the results of a semester and make available to students their grade

sheets within the time-frame prescribed by the relevant regulations of the university and specified in the academic calendar.

8.13 The University may withhold the results of a student for any or all of the following reasons

¢ he/she has not paid his/her dues
e thereis a disciplinary action pending against him/her

¢ he/she has not completed the formalities for University Registration according to the requirement of section 5 of these
Regulations.
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8.14 Re-examining of answer scripts
8.14.1 If a student feels that the grade awarded to him/her in a course is not correct, he/she may apply to the University for
the re-examining of his/her answer script.
8.14.2 Re-examining of scripts may be of two different categories — scrutiny and re- evaluation.

8.14.3 Scrutiny: The activities under this category shall ordinarily be confined to checking
e correctness of the total marks awarded and its conversion into appropriate letter grades
e whether any part/whole of a question has been left unevaluated inadvertently
e correctness of transcription of marks on the tabulation sheet and the gradesheet issued in respect of the course
under scrutiny.

8.14.4 Re-evaluation: Re-evaluation of the answer script by independent experts in the concerned subject(s).

8.14.5 Application for re-examining of answer scripts

e A student may apply for scrutiny or re-evaluation for one or more courses of the just-concluded end-semester
examinations within seven calendar days from the date of publication of its results in the application form
prescribed for this purpose.

e He/she shall pay the prescribed fee to the University as notified.

e A student applying for scrutiny/re-evaluation shall expressly state on the application form whether the
application made is for Scrutiny or for Re- evaluation. In each case, the student may also request to see his/her
answer script.

e All applications for scrutiny/re-evaluation must be routed through the Director of the concerned School.

8.14.6 If in the process of re-examining, the grade obtained in a course changes, the better of the two grades shall be assigned
to the course. If there is a change, the new grade shall be recorded and a new grade sheet shall be issued to the
student.

8.14.7 Without prejudice to any of the clauses of section 8.14, a student who has been found to have used unfair means
during an examination shall not be eligible to apply for scrutiny or re-evaluation of answer scripts.

8.15 Repeat Examination: The University shall conduct repeat examination for those with F grade at a different time slot, as set
down in the Academic Calendar or as notified. Such students should register for these examinations.
8.16 Improvement Examination
8.16.1 After the completion of the entire programme of study, a student may be allowed the provision of improvement
examinations. These are to be availed of only once each in the Autumn and Spring semesters that immediately follow
the completion of the programme, and within the maximum number of years permissible for a programme.
8.16.2 A student who has taken migration from the University shall not be eligible to appear for Improvement Examination.
8.16.3 A student may not choose more than the number of courses specified in the table below for improvement
examinations.

Programme |Number of Courses for Improvement Examinations
Autumn Semester Spring Semester Total
MCA 3 3 6
MSc 3 3 6
MTECH 2 2 4

8.16.4 After the improvement examination, the better of the two grades obtained (the old and the new) shall be considered
for the calculation of SGPA and CGPA.

8.16.5 If the student improves his/her grades through the improvement examination, new grade sheets and comprehensive
transcripts shall be issued to the student.

8.17 Special Examination

8.17.1 The University shall conduct Special Examinations to benefit the following categories of students:
8.17.1.1 Students who, on the completion of the final semester, have some ‘F’ graded courses in the two final
semesters, but no ‘F’ or ‘X’ graded courses in any of the previous semesters
8.17.1.2 Students who have only one ‘F’ graded course in a semester other than the two final semesters and do not
have ‘F’ or ‘X’ graded courses in the two final semesters.

8.17.2 The Special Examinations shall ordinarily be conducted each year within a month of the declaration of the results of
the Spring Semester.

8.17.3 Students who fail to secure 50% of the credits offered in the final semester shall not be eligible to appear for the
special examinations. Such students will be governed by the provisions of clause 9.5 of these regulations. However,

|ADBU | Regulations and Syllabus|2021-22| 23



REGULATIONS

9.0
9.1

9.2

9.3

9.4

9.5

this restriction shall not apply in the case of students who are unable to appear in the end semester examinations
due to exceptional situations like their own serious illness and hospitalisation or death of members of inner family
circle (restricted to only father, mother, siblings).

8.17.4 Students who have ‘X’ graded courses only in the last two semesters may be offered the opportunity for participating
in a Tutorial Programme which may be conducted during the semester break immediately following the end-
semester examinations of the final semester and students who earn 85% attendance for the programme shall be
permitted to appear for the Special Examinations. Separate fees shall be charged for the Tutorial Programme.

8.17.5 Students who do not obtain pass grades in any course at the special examinations shall have to apply in the prescribed
format and appear for the end-semester examination of these courses when they are scheduled by the University
during subsequent relevant end-semester examinations.

Enrolment (for semesters other than the first)
Every student is required to enrol for the relevant courses before the commencement of each semester within the dates
fixed for such enrolment and notified by the Registrar.
Students who do not enrol within the dates announced for the purpose may be permitted late enrolment up to the notified
date on payment of a late fee.
Only those students shall be permitted to enrol who have

e cleared all University, Departmental, Hostel and Library dues and fines (if any) of the previous semester,

e paid all required University, Departmental and Hostel fees for the current semester, and

e not been debarred from enrolling on any specific ground.
No student may enrol for a semester if he/she has not appeared, for whatever reason, in the end semester examinations of
the previous semester.
A student who fails to obtain 50% of the credits offered in the third and subsequent semesters shall not be permitted
to enrol for the next semester and shall have to re-enrol for and attend all the courses of the said semester in the following
academic year. Students who due to X grade (lack of due attendance) have been debarred from exams in any semester
(including first and second) will have to re-enrol for the same.

10.0 Eligibility for the Award of the Post Graduate Degree
10.1 A student shall be declared to be eligible for the award of the Post Graduate Degree for which he/she has enrolled if he/she

has

10.1.1 completed all the credit requirements for the degree with grade ‘C’ or higher grade in each of the mandatory graded
courses and grade ‘P” in all mandatory non-graded courses.

10.1.2 satisfactorily completed all the non-credit requirements for the degree viz., Extra Academic Activities, Industry
Training, field work, internship programme, etc. (if any);

10.1.3 obtained a CGPA of 5.00 or more at the end of the semester in which he/she completes all the requirements
for the degree;

10.1.4 owes no dues to the University, School, Department, Hostels; and
10.1.5 has no disciplinary action pending against him/her.

10.2 The award of the Post Graduate Degree must be recommended by the Academic Council and approved by the Board of

Management of the University.

11.0 Termination from the Programme
11.1 If more than the number of years permitted for the completion of a programme have elapsed since the student was

admitted, and the student has not become eligible for the award of Degree, the student shall be removed from the
programme.

11.2 A student may also be required to leave the Programme on disciplinary grounds on the recommendations of the Students’

Disciplinary Committee of the concerned School.
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ASSAM DON BOSCO UNIVERSITY REGULATIONS
POST GRADUATE DEGREE PROGRAMMES

HUMANITIES AND SOCIAL SCIENCES & COMMERCE AND MANAGEMENT

The following are the regulations of the Assam Don Bosco University concerning the Post- Graduate Programmes leading to the
award of the Master’s Degree in the disciplines of Humanities and Social Sciences & Commerce and Management made subject
to the provisions of its Statutes and Ordinances:

The Master’s Degree Programmes of Assam Don Bosco University consist of theory and practicum components, taught and
learned through a combination of lectures, field work/field visit and research projects.

1.0 Academic Calendar

1.1 Each academic year is divided into two semesters of approximately 18 weeks duration: an Autumn Semester (July —
December) and a Spring Semester (January —June). The Autumn Semester shall ordinarily begin in July for students already
on the rolls and the Spring Semester shall ordinarily begin in January. However, the first semester (Autumn, for newly
admitted students) may begin later depending on the completion of admission formalities.

1.2 The schedule of academic activities approved by the Academic Council for each semester, inclusive of the schedule of
continuing evaluation for the semester, dates for end-semester examinations, the schedule of publication of results, etc.,
shall be laid down in the Academic Calendar for the semester.

2.0 Duration of the Programme

2.1 The normal duration of the Post Graduate Programme in the disciplines of Humanities and Social Sciences & Commerce and
Management shall be 4 semesters (2 years).

2.2 However, students who do not fulfil some of the requirements in their first attempt and have to repeat them in subsequent
semesters may be permitted up to 4 more semesters (2 years) to complete all the requirements of the degree.

2.3 Under exceptional circumstances and depending on the merit of each case, a period of 2 more semesters (1 year) may be
allowed for the completion of the programme

3.0 Course Structure

3.1 The choice based credit system shall be followed for the Masters Degree Programmes. Credits are allotted to the various
courses depending on the number of hours of lecture/practicum/Field work assigned to them using the following general
pattern:

3.1.1 Lecture: One hour per cycle/week is assigned 1 credit.
3.1.2 Practicum/fieldwork: Two hours per cycle/week is assigned 1 credit.

3.2 The courses are divided into two baskets — core courses and elective courses. (Core courses will include “Core Courses” and
“Ability Enhancement Courses” mentioned in CBCS guidelines. Elective Courses will include “Discipline Specific Electives”,
“Generic Electives”, optional “Dissertation or Project”, and “Skill Enhancement Courses”)

3.3 Core Courses: Core courses are those in the curriculum, the knowledge of which is deemed essential for students who are
pursuing the programme.

3.3.1 A student shall be required to take all the core courses offered for a particular programme.
3.3.2 The number of credits required from core courses shall be as prescribed by the competent academic authority.

3.4 Elective Courses: These are courses in the curriculum which give the student opportunities for specialisation and which cater
to his/her interests and career goals. These courses may selected by the student and/or offered by the department
conducting the programme, from those listed in the curriculum according to the norms laid down by the competent
academic authority.

3.4.1 The number of credits which may be acquired through elective courses shall be prescribed by the Board of studies
pertaining to the programme.

3.5 These categories of courses may further be subdivided into departmental, school or institutional, depending on the
department which offers the course. The schema of categorisation of courses into baskets is as given below:

*Core Courses

Departmental Core (DC) Core courses which are offered by the department which conducts the programme

Core courses which are offered by a department other than the department which
School Core (SC) conducts the programme, from within the same School
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Institutional Core (IC) Core courses which are offered by departments of the University from Schools other than
the parent School

*Elective Courses

Departmental Elective (DE) | Elective courses which are offered by the department which conducts the programme

Elective courses which are offered by a department other than the department which
School Elective (SE) conducts the programme, from within the same School

Institutional Elective (IE) Elective courses which are offered by departments of the
University from Schools others than the parent School

*UGC Equivalent Courses - Core Paper (DC), Ability Enhancement Compulsory Course (IC/ SC), Skill Enhancement Course
(IE), General Elective (IE/SE), Discipline Specific Elective (DE)

*AICTE Equivalent Courses - Basic Science Course (IC), Engineering Science Course(IC), Open Elective Course (IC),
Humanities and Social Science Courses (IC), Mandatory Course (IC), Professional Core Course (DC), Professional Elective
Course (DE)

3.6 In order to qualify for a Master’s Degree, a student is required to complete the credit requirement as prescribed in the
curriculum.

3.7 In addition to the prescribed credit requirement, a student shall have to complete the requirements of Extra Academic
Programmes (EAP) as may be prescribed by the Department. Students shall be awarded P/NP grades for the EAP, which shall
be recorded in the Gradesheet, but not taken into account for computing the SGPA and the CGPA.

3.8 Students who secure a CGPA of at least 7.5 at the end of the 2nd semester may opt to take one audit course per semester
from any Department from the 3rd semester onwards, provided the course teacher permits the auditing of the course.
This shall be done under the guidance of the Departmental Faculty Advisor/mentor. The student is free to participate in the
evaluation process for such courses. However, an attendance of 75% percentage is necessary for obtaining a P grade for
such courses. When auditing courses offered by other departments, it shall be the responsibility of the student to attend
such courses without missing courses of one’s own department and semester.

3.9 In addition, students may also opt for additional elective courses in consultation with their mentors. Students are required
to participate in the evaluation process of such courses. The grades obtained for such courses shall be recorded in the
gradesheet, but not taken into account for computing SGPA and CGPA.

3.10 It shall be the prerogative of the department to not offer an elective course which has less than 5 students opting for it.

3.11 The medium of instruction shall be English and examinations and project reports shall be in English.

3.12 The course structure and syllabi of the Post Graduate Degree Programmes shall be approved by the Academic Council
of the University. Departmental Boards of Studies (DBOS) shall discuss and recommend the syllabi of all the courses offered
by the department from time to time before forwarding the same to the School Board of Studies (SBOS). The SBOS
shall consider the proposals from the departments and make recommendations to the Academic Council for consideration
and approval.

3.13 The curriculum may include fieldwork / institutional visits / internship for a specified time.These are to be satisfactorily
completed before a student is declared eligible for the degree.There shall be credit allocation for such activities. These
activities may be arranged during the semester or during convenient semester breaks as shall be determined by the School
Board of Studies.

3.14 Faculty Advisor/Mentor: A faculty advisor/mentor shall be assigned for groups of students. Faculty advisors/mentors shall
help their mentees to plan their courses of study, advise them on matters relating to academic performance and personality
development, and help them to overcome various problems and difficulties faced by them.

PROGRAMMIE SPECIFIC CURRICULAR ASPECTS

4.0 MASTER OF SOCIAL WORK (MSW)

4.1 Area of Concentration: The third and fourth semesters shall have courses from a chosen Area of Concentration (AoC) from
among those offered by the department. The AoC is to be opted for at the end of the second semester and will be confirmed
by the department depending on the availability of seats and the aptitude and ability of the student. An AoC will be offered
by the department only if a minimum of ten students opt for it. The fieldwork and research project of the third and fourth
semesters will be based on the AoC.

4.2 Concurrent and Continuous Fieldwork
Fieldwork shall be an essential part of the course structure in all the semesters of the programme. The field work practice in
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the first semester shall consist of orientation visits, sessions for skills training and placement. In the first year, the focus of
the field work shall be the community and in the second year the focus shall be based on the specialisation chosen by the
students. In the first semester,, students shall be placed in communities, NGOs,service organizations and government
agencies working with communities, and in those settings where they can be exposed to the community and community
issues. The students get a close feel of the community and community settings, understand the dynamics and issues in the
community and become aware of the sensitivities of people while working with them. They also get a firsthand experience
of the programmes and projects implemented in the communities by NGOs and government agencies and the impact that
these have on the community. They shall also interact with the personnel from organisations and the community members
to understand the tension between tradition and change that the communities in the region are likely to experience, and
how it is handled. They shall, with the help of the organisation and the field work supervisor, identify an issue and work on
it following the principles of community organization. The students are expected to be creative and innovative in assisting
the agency and community in whatever way possible.

The field work practice in the second semester will consist of lab sessions for skills training and placement. The focus
will be on the practice of social case work and Group works. The students shall be placed in NGOs, and government service
organizations and government agencies working with individuals and families, and in those settings where they can be
exposed to issues related to individuals and groups.
4.2.1 Normally a student shall spend fifteen hours over two days per week in field work. However, keeping in mind
the peculiar situation of transport and communications in the region and the expenses involved, the field work
practice may be arranged in other convenient ways as the institution deems fit.
4.2.2 The student is required to submit the report on the field work and the field work diary to the field work
supervisor, before the commencement of classes on the first day of class following the field work days. The
supervisor shall conduct regular field work conferences
4.2.3 A student is expected to have 100 percent attendance in field work. Any shortage shall be compensated by
him/her.
4.2.4 At the end of the semester the student shall submit a summary report of the field work for the semester and
a viva voce examination shall be conducted.
4.2.5 The field work practice in the Third and Fourth Semesters shall focus upon the Area of Concentration chosen
by the students. The students shall be placed in the field for twenty five days of consecutive field work. The field
work settings shall be communities, NGOs, service organizations, hospitals, clinics and governmental agencies.
Those students who are specializing in Community Development will either be placed in an urban or rural
community setting that is identified by the Department. Students who are specializing in Medical and Psychiatric
Social Work will be exposed to either a Medical or a Psychiatric setting.

Rural Camp
Students shall organise and participate in a rural camp during the first / second semester. The duration of the rural camp
shall generally be ten days excluding days of travel.
4.3.1 The objectives of the rural camp are:
e To apply the acquired skills of group work and community organisation in communities.
e To understand and assess the problems faced by the rural population.
¢ To involve oneself positively in the communities to help to remove some of these problems.
4.3.2 At the end of the camp each student shall submit a written report to the department in a specified format.
Performance at the Rural Camp shall be considered for the evaluation of the Field Work during the second semester.
4.3.3 The Rural Camp shall be credited along with the fieldwork of the semester along with which it can be conveniently
coupled.

Study Tour

During the programme the students shall undertake a study tour along with the assigned faculty members to a place
approved by the department. The places are to be so chosen as to be of educational benefit to students. During the
tour, the focus shall be on visiting and interacting with as many NGOs/ state/national/international organisations
involved in developmental work as possible. A report of the learning outcomes shall be submitted to the department
at the end of the tour. The Study Tour shall be a Pass/No Pass course.

Block Placement

After the examinations at the end of the fourth semester, the students shall be placed with an NGO or Agency for a period
of not less than one month for practical experience and application of their skills. While the Block Fieldwork is not credited,
it is mandatory for the completion of the MSW programme. The student shall contact an agency of his/her choice and get
the choice of agency approved by the department. Students shall endeavour to choose an agency that is primarily in tune
with their AoC and which has credentials in the concerned field. At the end of every week the student shall send a brief
report to the supervisor and at the end of the Block Field Work period a summary report shall be submitted. The summary
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4.6

4.7

report shall contain a short description of the Agency, the social service skills applied in his/her work and the student’s
learning outcomes. The report shall be submitted in a format prescribed by the department and shall be submitted together
with a certificate from the agency confirming his/her field work, in a prescribed format.

Research Project Work

Every student shall undertake a research project work which has bearing on his/her AoC and present a written thesis on
the research work under the supervision and guidance of a faculty member. The preliminary work may begin at the end of
the second semester. The students are expected to complete the data collection before the fourth semester. The thesis is
to be submitted to the department before the date notified. The student shall write a dissertation of the research thesis
and appear for a viva voce examination on the research done. The mode and components of evaluation of the research
work and the weightages attached to them shall be published by the Department/Institute at the beginning of the
semester.

Assignments
Assignments are an essential part of learning. The faculty shall engage students in a minimum of one individual and one
group assignment per course, per semester. A group assignment shall be accompanied by a common presentation.

5.0 MASTER OF SCIENCE (MSC) PSYCHOLOGY
5.1 Field Work

Students shall take part in field work during the first three semesters in mental health agencies, medical institutions,
educational institutions etc., under the supervision of professional counsellors and psychologists, where the student of
psychological counselling can get a first-hand experience of the application of the learning derived from the classroom. The
field work shall be credited and shall be evaluated using norms laid down by the department.

5.2 Study Tour

During the programme the students shall undertake a study tour, along with the faculty members, to a place approved
by the department. The places are to be so chosen as to be of educational benefit to students. During the tour, the focus
shall be to visit and interact with NGOs, hospitals, state/national/international organisations involved in psychological
counselling. A report of the learning outcomes shall be submitted to the department at the end of the tour followed by a
presentation. The Study Tour shall be a Pass/No Pass course.

5.3 Summer Internship

Students are required to undergo a summer internship of two weeks’ during the semester break between the second
and third semesters. It is a P/NP course and shall be recorded in the third semester. The Summer Internship gives students
an opportunity to apply the theories and principles that they have learnt in class room courses to the “real world” of social
service agencies, medical institutions, the criminal justice system, business, and industry. During the internship, students
can explore career interests, develop professional skills, learn how community organizations work and expand their clinical
and interpersonal skills. The summer internship enriches the students’ academic experience while making a valuable
contribution to the community and utilizing the vacation optimally.

5.4 Supervised Internship

Each student shall perform a supervised internship for a period of 90 days (spread across semester three and four with
45days in each semester) in two organizations which offers counselling help to clients. The supervised internship is a credited
course and the report for each internship shall be submitted by the students at the end of each semester followed by a
presentation on the same. It shall be the prerogative of the department to propose the number of institutions where a
student is expected to perform supervised internship. Supervision shall be provided for by the university in collaboration
with the organisation where the student performs the internship. Evaluation of the internship shall be based on the
documentation, reports from the organisation, report of the supervisor and the presentation and the viva voce examination
of the student at the end of the period of Internship.

5.5 Research Project Work

Aresearch project shall be undertaken during the course of the third and the fourth semesters. The topic of the research
shall be so chosen that it will be possible for the student to pursue and complete the research work in the institution/hospital
where the student is placed for the supervised internship. The preliminary work may begin at the end of the second
semester. The students are expected to complete the data collection before the fourth semester. The thesis is to be
submitted to the department before the date notified. The student shall write a dissertation of the research thesis and
appear for a viva voce examination on the research done. The mode and components of evaluation of the research work
and the weightages attached to them shall be published by the Department/ Institute at the beginning of the semester.
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5.6 Assignments
Assignments are an essential part of learning. The faculty shall engage students in a minimum of one individual and one
group assignment per course, per semester. A Group assignment shall be accompanied by a common presentation.

6.0 MASTER OF ARTS (MA) EDUCATION

6.1 Specialisations
The Master’s Degree Programme in Education offers a number of specialisations, of which a student shall be required to
choose a specialization after the completion of the first semester. The department shall have the prerogative of not offering
a specialisation if a sufficient number of students do not opt for it.

6.2 Educational Seminar

During the course of the programme, students are expected to present a series of seminars which will address fundamental
intellectual, conceptual and practical issues in current educational philosophy and application. They may also deal with other
relevant topics which may be suggested by the department. Students shall be assisted through guest lectures, discussions,
field work in education related institutions and active engagement with faculty members. During these interactions students
shall be provided with an opportunity to explore how best to bring new interdisciplinary scholarship, technology and critical
thinking into the development of the chosen seminar area. They shall also consider alternative pedagogic strategies, teaching
techniques and technologies. Students shall prepare and present a final paper based on these seminars. Students shall be
evaluated on the basis of the seminars and the final paper.

6.3 Assignments
Assignments are an essential part of learning. The faculty shall engage students in @ minimum of one individual and one
group assignment per course, per semester. A group assignment shall be accompanied by a common presentation.

6.4 Research Project Work

Every student shall undertake a research project work which has bearing on his/her field of specialisation and present a
written thesis on the research work under the supervision and guidance of a faculty member. The Research Project shall be
undertaken individually, in two phases during the third and fourth semesters. Students are expected to make presentations
to the department at different stages of the research work. The student shall write a dissertation of the research thesis,
submit it to the department and appear for a viva voce examination at times to be notified by the department. The mode
and components of evaluation of the research work and the weightages attached to them shall be published by the
Department/Institute at the beginning of the semester.

6.5 School Visits
The students of the Masters Programme in Education shall be engaged in regular school visits with the purpose of
understanding and evaluating the process of teaching, learning and evaluation as well as the exigencies of administration of
the school.

6.6 Internship

During the final semester of the programme, a student is required to undergo an internship for a period of one month. The
internship provides an opportunity for students to experience the ground reality and connect it with the theoretical and
methodological perspectives the student has studied and interiorized. During the internship the student will be monitored
and guided by his/her supervisor and faculty members. The student will be required to maintain a journal and at the end of
the period of internship, submit a written report and to make a presentation of his/her experiences and learnings at the
internship. The student will be required also to submit a report from the head of the institution regarding his/her
performance there.

The evaluation of the student shall be based on the level of his/her engagement during the internship in addition to his/her
ability to communicate this engagement in the journal, the report and the presentation. The journal and the report are to
be submitted within a month of the completion of the internship. The department shall specify the criteria for evaluating
the journal, the report and the presentation.

6.7 Journaling
During the 1st semester, students shall maintain a reflective journal, to develop within them a reflection that can be
described as an inner dialogue, using visible thinking routine (Harvard), as a critical structure for guiding their journal writing.
Journaling has to be done six days a week. At the end, the student will be awarded grade/marks after assessing their learning.

7.0 MASTER OF ARTS (MA) MASS COMMUNICATION

7.1 Specialisations
The Master’s Degree Programme in Mass Communication offers a number of specialisations, of which a student shall be
required to choose a specialisation after the completion of the first semester. The department shall have the prerogative of
not offering a specialisation if a sufficient number of students do not opt for it.
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7.2 Media House Visits
During the course of the programme, students shall be required to visit a variety of Media Houses in small groups constituted
by the department. The purpose of these Media House Visits shall be to gain exposure to the best practices among the day-
to- day activities of the media house. A report of the visit is to be submitted in the format specified within two days of the
visit. The Media House visit shall be a graded course and grades shall be awarded on the basis of the written reports of the
media house visits.

7.3 Research Project Work
Every student shall undertake a research project work which has a bearing on his/her field of specialisation and present a
written thesis on the research work under the supervision and guidance of a faculty member. The Research Project shall be
undertaken individually, in two phases during the course of two semesters as shall be laid down in the course structure of
the programme. Students are expected to make presentations to the department at different stages of the research work.
The student shall write a dissertation of the research thesis, submit it to the department and appear for a viva voce
examination at times to be notified by the department. The mode and components of evaluation of the research work and
the weightages attached to them shall be published by the Department/Institute at the beginning of the semester.

7.4 Assignments
Assignments are an essential part of learning. The faculty shall engage students in a minimum of one individual and one
group assignment per course, per semester. A group assignment shall be accompanied by a common presentation.

7.5 Internship
All students shall undergo an internship involving media related activities of four weeks’ duration. The purpose of the
internship is to give the students an opportunity to have a hands-on field experience to effectively put into practice the
theoretical and practical learning from the programme in an area of interest. Students may undergo their internship in a
media house of their choice. The student shall be required to discuss the choice of media house with the department and
obtain its consent. Before going for the internship, a Letter of Consent from the concerned media house, in the prescribed
format, shall be submitted by the student to the Department. After returning from the internship each student shall have to
submit a detailed report in a prescribed format. Each student shall also make a presentation of the internship experience
and learning in the Department and submit a certificate of successful completion of the internship from the designated
authority of the concerned media house. The schedule of the conduct, report submission and evaluation of the internship
shall be as notified by the Department. The components of evaluation of the Internship and their weightages shall be as
notified by the department at the beginning of the semester.

7.6 Final Project
As a Final Project the students are required to create a Social Awareness and Community Development oriented multi-media
project which shall culminate in a Media Event. The purpose of the final project is to showcase all the skills that the students
have acquired during the course of the programme as well as demonstrate their Media and Event Management, and Media
Entrepreneurship abilities and at the same time use these skills for the service and upliftment of the community. The Final
Project shall essentially be a group project and the number of groups shall be specified by the department. The groups shall
perform their activities under the guidance of faculty members who shall be assigned to guide each group. The last dates
for the submission of the project proposal and the conduct of the event shall be notified by the Department well in advance.
The components of evaluation of the Final Project and their weightages shall be as notified by the department at the
beginning of the semester.

8.0 MASTER OF ARTS (MA) ENGLISH

8.1 Specialisations
The Master’s Degree Programme in English offers a number of specialisations, of which a student shall be required to choose
a specialisation after the completion of the second semester. The department shall have the prerogative of not offering a
specialisation if a sufficient number of students do not opt for it.

8.2 Educational Seminar
During the course of the programme, students are expected to present a series of seminars related to English literature.
They may also deal with other relevant topics which may be suggested by the department. Students shall prepare and
present a final paper based on these seminars. Students shall be evaluated on the basis of the seminars and the final paper.

8.3 Assignments
Assignments are an essential part of learning. The faculty shall engage students in a minimum of one individual and one
group assignment per course, per semester. A group assignment shall be accompanied by a common presentation.

8.4 Dissertation
Students will be required to write a dissertation in the 4th semester.

9.0 MASTER OF COMMERCE (MCOM)

9.1 Specialisations
The Master’s Degree Programme in Commerce offers a number of specialisations, of which a student shall be required to
choose a specialisation after the completion of the second semester. The department shall have the prerogative of not
offering a specialisation if a sufficient number of students do not opt for it.

30 |ADBU| Regulations and Syllabus|2021-22|



REGULATIONS

9.2 Project Work/Dissertation
The Master’s Degree Programme in Commerce will require students to do Project work in the 3rd and 4th semesters. The
mode and components of evaluation of the project work and the weightages attached to them shall be published by the
department at the beginning of the semester.

9.3 Assignments
Assignments are an essential part of learning. The faculty shall engage students in a minimum of one individual and one
group assignment per course, per semester. A group assignment shall be accompanied by a common presentation.

10.0 Admission
10.1 All admissions to the Post Graduate Degree Programmes of the University shall be on the basis of merit. There may,
however, be provision for direct admission for a limited number of NRI/FN students.
10.2 Eligibility Criteria
10.2.1. To be considered for admission to a Post Graduate Degree Programme a candidate should have passed a Bachelor’s
Degree (or equivalent) programme of a recognised university securing 50% of the grades/marks.
10.2.2. Admission will be on the basis of the academic records of the candidate, and taking into consideration his/her
performance in any or all of the following:
e Written test
e Group Discussion
e Personal Interview
10.3 Candidates whose results for the qualifying examination are not yet declared may be provisionally admitted provided she/he
submits proof of fulfilment of the eligibility criteria by 31 October of the year of provisional admission.

10.4 Bridge Courses: The Departments shall make provision for Bridge Courses to facilitate admission of students from varied
backgrounds to a programme of their choice.

10.5 Value-added Courses: Each department shall offer value-added courses, which are optional. Certificates will be awarded to
those who successfully complete the course.

11.0 University Registration
11.1 Candidates shall have to register as bona-fide students with the University as per the University regulations within a
period specified by the University, by a formal application routed through the Director.

12.0 Attendance

12.1 To be permitted to appear for the end-semester examination of a particular course, a student is required to have a
minimum attendance of 75% for that course.

12.2 Deficiency in attendance up to 10% may be condoned by the Director in the case of leave taken for medical and
other grievous reasons, which are supported by valid medical certificates and other requisite documents.

12.3 Some students, due to exceptional situations like their own serious sickness and hospitalization or death of members of
inner family circle, may have attendance below 65%. Such students may be given bonus attendance percentage for a
particular course based on his/her attendance for that course during the remaining days of the current semester, as given
in the following table:

Attendance during the remaining days of| Bonus percentage available in the current
the current semester semester

95% or more

90% or more but less than 95%
85% or more but less than 90%
80% or more but less than 85%
75% or more but less than 80%

RIN|W(A~ U

They shall be permitted to appear for the end-semester examination of the course if on the strength of this bonus
attendance percentage, they obtain 65% attendance for that course.

12.4 If the sum of the credits of the courses for which a student is unable to appear at the end- semester examinations exceeds
50% of the total credits allotted for the semester, he/she shall not be permitted to appear for the entire end-semester
examinations in view of clause 13.5 of these Regulations.

12.5 The School may decide to set aside a certain portion of the in-semester assessment marks for attendance. The number of
marks and modalities of their allotment shall be made known to the students at the beginning of each semester.
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12.6 Leave

12.6.1 Any absence from classes should be with prior sanctioned leave. The application for leave shall be submitted to the
Office of the Director of the School on prescribed forms, through the Head of the Department, stating fully the
reasons for the leave requested along with supporting documents.

12.6.2 In case of emergency such as sickness, bereavement or any other unavoidable reason for which prior application
could not be made, the parent or guardian must inform the office of the Director promptly.

12.6.3 If the period of absence is likely to exceed 10 days, a prior application for grant of leave shall have to be submitted
through the Director to the Registrar with supporting documents in each case; the decision to grant leave shall be
taken by the Registrar on the recommendation of the Director.

12.6.4 The Registrar may, on receipt of an application, also decide whether the student be asked to withdraw from the
programme for that particular semester because of long absence.

12.6.5 It shall be the responsibility of the student to intimate the concerned teachers regarding his/her absence before
availing of the leave.

13.0 Grading System

13.1 Based on the performance of a student, each student is awarded a final letter grade in each graded course at the end of
the semester and the letter grade is converted into a grade point. The correspondence between percentage marks, letter
grades and grade points is given in the table below:

Marks (x) obtained (%) Grade Description Grade Points
90 <x <100 0 Outstanding 10
80 <x<90 E Excellent 9
70<x<80 A+ Very Good 8
60<x<70 A Good 7
50 <x<60 B Average 6
40<x<50 C Below Average 5
X < 40 F Failed 0

In addition, a student may be assigned the grades ‘P’ and ‘NP’ for pass marks and non- passing marks respectively, for Pass/No-
pass courses, or the grade ‘X’ (not permitted).
13.1.1 A student shall be assigned the letter grade ‘X’ for a course if he/she is not permitted to appear for the end semester
examination of that course due to lack of requisite attendance.
13.1.2 A letter grade ‘F’, ‘NP’ or ‘X’ in any course implies a failure in that course.
13.1.3 A student is considered to have completed a course successfully and earned the credits if she/he secures a letter
grade other than ‘F’, ‘NP’, or ‘X’.

13.2 At the end of each semester, the following measures of the performance of a student in the semester and in the programme
up to that semester shall be computed and made known to the student together with the grades obtained by the student
in each course:

13.2.1 The Semester Grade Point Average (SGPA): From the grades obtained by a student in the courses of a semester, the
SGPA shall be calculated using the following formula:

=1 GP;xNG;
SGPA = —7——7—
. NC;
Where GP; = Grade points earned in the i*course
NC; = Number of credits for the i**course
n = the number of courses in the semester

13.2.2 The Cumulative Grade Point Average (CGPA): From the SGPAs obtained by a student in the completed semesters,
the CGPA shall be calculated using the following formula:

Y™, SGP; x NSC;

CGPA =
m_NSC;

Where SGP; = Semester Grade point of the i*" semester
NSC; = Number of credits for the it" semester
n = the number of semesters completed

13.2.3 The CGPA may be converted into a percentage by multiplying CGPA by 10.
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13.3 Both the SGPA and CGPA will be rounded off to the second place of decimal and recorded as such. Whenever these CGPA
are to be used for official purposes, only the rounded off values will be used.

13.4 There are academic and non-academic requirements for the programme where a student will be awarded the ‘P’ and ‘NP’
grades. All non-credit courses (such as Study Tour and Extra Academic Activities) belong to this category. No grade points
are associated with these grades and these courses are not taken into account in the calculation of the SGPA or CGPA.
However, the award of the degree is subject to obtaining a ‘P’ grade in all such courses.

14.0 Assessment of Performance

14.1 A student’s performance is evaluated through a continuous system of evaluation comprising tests, quizzes, assignments,
seminars, projects, research work, concurrent and block field work performance and end-semester examinations.

14.2 Theory Courses: Theory courses will have two components of evaluation — in-semester assessment of 40% weightage and
an end-semester examination having 60% weightage.
14.2.1 The modalities of conduct of in-semester evaluation, its components and the weightages attached to its various

components shall be published by the department concerned at the beginning of each semester.

14.3 Practicum/Field Work/Lab: These courses shall be evaluated on the basis of attendance, performance of tasks assigned and
an end semester test/viva voce examination. The weightage assigned to these components of the evaluation is given in the
following table:

Component Weightage

Attendance 10
Performance of tasks assigned 30
end-semester test / viva voce examination 60

14.4 End-Semester examinations
14.4.1 End-semester examinations, generally of three hours’ duration, shall be conducted by the University for the theory
courses. However, the Director of the Institute shall make the arrangements necessary for holding the examinations.
14.4.2 In the end-semester examinations, a student shall be examined on the entire syllabus of the courses.
14.4.3 A student shall not obtain a pass grade for a course without appearing for the end- semester examination in that
course.
14.5The evaluation of performance in Co-curricular Activities will be done by the authorities conducting them and they will
communicate the grades to the Director who will forward them to the Controller of Examinations of the University.
14.6 The Director will forward the marks obtained in the in-semester evaluation to the
Controller of Examinations within the prescribed time as may be notified.
14.7 All evaluated work in a subject except the end semester answer scripts will be returned to the students promptly. They
should be collected back after the students have examined them, and preserved for a period of one semester.
14.8 Eligibility for appearing in the end-semester examinations: A student will be permitted to appear for the end-semester
examinations, provided that
14.8.1 A student has not been debarred from appearing in the end semester examinations as disciplinary action for serious
breach of conduct.
14.8.2 He/she has satisfactory attendance during the semester according to the norms laid out in section 9 of these
regulations.
14.8.3 He/she has paid the prescribed fees or any other dues of the university, institute and department within the date
specified.
14.9 Registration for end-semester Examinations
14.9.1 The University shall, through a notification, invite applications from students to register for the end-semester
examinations.
14.9.2 Students who have registered with the University and those who have applied for such registration may apply to
appear for the end-semester examinations of the university, in response to the notification issued by the University,
provided that they fulfil the eligibility norms as laid down in clause 14.8.
14.9.3 All eligible candidates shall be issued an admit card for the relevant examination and for the specified courses. A
student who does not have a valid admit card may not be permitted to write the end-semester examinations.
14.9.4 A student who secures an ‘F or ‘X’ grade in any course in a semester may register for the end-semester
examination for that course in a subsequent semester when that course is offered again, within the maximum period
of time allotted for the completion of the programme. The in-semester assessment marks obtained by him/her in
the last semester in which the said course was attended by him/her shall be retained.
14.9.5 Similarly, in case of an ‘NP’ grade in Extra Academic Programmes the student shall have to re-register for it in the
appropriate semester of the next academic session.
14.9.6 When a student re-registers for the end semester examination of a course, in accordance with clause 14.9.4 above,
the better of the two grades obtained (the old and the new) shall be considered for the calculation of SGPA and
CGPA.
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14.10 Conduct of Examinations: The University shall conduct the end-semester examinations in accordance with the applicable
regulations on such dates as are set down in the Academic Calendar or as notified.

14.11 Declaration of Results: The University shall declare the results of a semester and make available to the students their grade
sheets within the time-frame prescribed by the relevant regulations of the university and specified in the academic calendar.
14.11.1 The University may withhold the results of a student for any or all of the following reasons

. he/she has not paid his/her dues

. there is a disciplinary action pending against him/her

3 he/she has not completed the formalities for University Registration according to the requirement of section
6 of these Regulations.

14.12 Re-examining of answer scripts
14.12.1 If a student feels that the grade awarded to him/her in a course is not correct, he/she may apply to the University

for the re-examining of his/her answer script.

14.12.2 Re-examining of scripts may be of two different categories — scrutiny and re-evaluation.

14.12.3 Scrutiny: The activities under this category shall ordinarily be confined to checking
e  correctness of the total marks awarded and its conversion into appropriate letter grades
e whether any part/whole of a question has been left unevaluated inadvertently
e correctness of transcription of marks on the tabulation sheet and the grade sheet issued in respect of the

course under scrutiny.

14.12.4 e-evaluation: Re-evaluation of the answer script by independent experts in the concerned subject(s).

14.12.5 Application for re-examining of answer scripts
e Astudent may apply for scrutiny or re-evaluation for one or more courses of the just- concluded end-semester

examinations within seven calendar days from the date of publication of its results in the application form
prescribed for this purpose.

e He/she shall pay the prescribed fee to the University as notified.

e A student applying for scrutiny/re-evaluation shall expressly state on the application form whether the
application made is for Scrutiny or for Re- evaluation. In each case, the student may also request to see his/her
answer script.

e All applications for scrutiny/re-evaluation must be routed through the Director of the Institute.

14.12.6 If in the process of re-examining, the grade obtained in a course changes, the better of the two grades shall be
assigned to the course. If there is a change, the new grade shall be recorded and a new grade sheet shall be issued
to the student.

14.12.7 Without prejudice to any of the clauses of section 14.12, a student who has been found to have used unfair means
during an examination shall not be eligible to apply for scrutiny or re-evaluation of answer scripts.

14.12 Repeat Examination: The University shall conduct repeat examination for those with F grade at a different time slot, as

set down in the Academic Calendar or as notified. Such students should register for these examinations.

14.14 Improvement Examination

14.14.1 After the completion of the entire programme of study, a student may be allowed the provision of improvement
examinations. These are to be availed of only once each in the Autumn and Spring semesters that immediately
follow the completion of the programme, and within the maximum number of years permissible for the programme.

14.14.2 A student may choose no more than six courses (three in the Autumn semester and three in the Spring semester)
for improvement examinations.

14.14.3 After the improvement examination, the better of the two grades obtained (the old and the new) shall be considered
for the calculation of SGPA and CGPA.

14.14.4 If the student improves his/her grades through the improvement examination, new grade sheets and comprehensive
transcripts shall be issued to the student.

14.15 Special Examination

14.15.1 The University shall conduct Special Examinations to benefit the following categories of students:

14.15.1.1 Students who, on the completion of the final semester, have some ‘F’ graded courses in the two final
semesters, but no ‘F’ or ‘X’ graded courses in any of the previous semesters

14.15.1.2 Students who have only one ‘F’ graded course in a semester other than the two final semesters and do
not have ‘F’ or ‘X’ graded courses in the two final semesters.

14.15.2 The Special Examinations shall ordinarily be conducted each year within a month of the declaration of the results of
the Spring Semester.

14.15.3 Students who fail to secure 50% of the credits offered in the final semester shall not be eligible to appear
for the special examinations. Such students will be governed by the provisions of clause 15.5 of these regulations.
However, this restriction shall not apply in the case of students who are unable to appear in the end semester
examinations due to exceptional situations like their own serious illness and hospitalisation or death of members
of inner family circle (restricted to only father, mother, siblings).
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14.15.4 Students who have ‘X’ graded courses only in the last two semesters may be offered the opportunity for participating
in a Tutorial Programme which may be conducted during the semester break immediately following the end-
semester examinations of the final semester and students who earn 85% attendance for the programme shall be
permitted to appear for the Special Examinations. Separate fees shall be charged for the Tutorial Programme.

14.15.5 Students who do not obtain pass grades in any course at the special examinations shall have to apply in the
prescribed format and appear for the end-semester examination of these courses when they are scheduled by the
University during subsequent relevant end-semester examinations.

15.0 Enrolment (for semesters other than the first)

15.1 Every student is required to enrol for the programme through the designated officer at the commencement of each semester
on the days fixed for such enrolment and notified in the Academic Calendar.

15.2 Students who do not enrol on the days announced for the purpose may be permitted late enrolment up to the notified day
in the Academic Calendar on payment of a late fee.

15.3 Only those students will be permitted to enrol who have
15.3.1 cleared all University, Institute, Department, Hostel and Library dues and fines (if any) of the previous semester,
15.3.2 paid all required University, Institute, Department and Hostel fees for the current semester, and
15.3.3 not been debarred from enrolling on any specific ground.

15.4 No student may enrol for a semester if he/she has not appeared, for whatever reason, in the end semester examinations
of the previous semester.

15.5 A student who fails to obtain 50% of the credits offered in the third and subsequent semesters shall not be permitted to
enrol for the next semester and shall have to re-enrol for and attend all the courses of the said semester in the following
academic year. Students who due to X grade (lack of due attendance) have been debarred from exams in any semester
(including first and second) will have to re-enrol for the same.

16.0 Eligibility for the Award of Degree

16.1 A student shall be declared to be eligible for the award of the degree if he/she has
16.1.1 completed all the credit requirements for the degree with grade ‘C’ or higher grade in each of the graded courses and
grade ‘P’ in all the non-graded courses.
16.1.2 satisfactorily completed all the non-credit requirements for the degree (if any);
16.1.3 obtained a CGPA of 5.00 or more at the end of the semester in which he/she completes all the requirements for the
degree;
16.1.4 owes no dues to the University, Institute, Department, Hostels; and
16.1.5 has no disciplinary action pending against him/her.
16.2 The award of the degree must be recommended by the Academic Council and approved by the Board of Management of
the University.

17.0 Termination from the Programme

17.1 If more than the number of years permitted for the completion of a programme have elapsed since the student was
admitted, and the student has not become eligible for the award of Degree, the student shall be removed from the
programme.

17.2 A student may also be required to leave the Programme on disciplinary grounds on the recommendations of the Students’
Disciplinary Committee of the concerned School.
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SCHEME OF IN-SEMESTER ASSESSMENT

GRADUATE DEGREE PROGRAMMES

Theory Courses
For theory courses, in-semester assessment carries 40% weightage. Different components along with the weightage of each are
given in the table below:

Component Weightage Remarks

Class Test (Two Class tests of 20 Average of the two marks shall be considered

one and a half hour duration)

Assignment (Individual and 10 Group assignments for two courses and

Group) individual assignments for the remaining
courses

Non-formal evaluation 5 Based on response and interaction in class,
quizzes, open book tests, etc.

Attendance 5 For norms regarding attendance cfr. clause 6 of
the Regulations for Undergraduate
Programmes

There shall be no re-test for In-semester assessment under any circumstance. The original marks of all the In-semester
assessment components shall be retained for all further repeat examinations.

Attendance
Marks for attendance will be given according to the following scheme:
Marks Allotted

Attendance Percent (x) |Theory Lab
75<=x<80 2 4
80<=x<90 3 6
90<=x<95 4 8
95 <=x 100 5 10

EVALUATION OF LABORATORY COURSES, DRAWING AND WORKSHOP

All Laboratory courses are evaluated on the basis of attendance, performance of tasks assigned and end semester test/viva voce
examination. The distribution of marks within these components will be specified by individual departments along the lines of
the break-up given below:

Component Weightage

Attendance 10
assessment of tasks assigned 30
End Semester Test and/or Viva-Voce Examination 60
Total 100

In-Semester Evaluation of Minor and Mini Projects
The guidelines for the conduct and evaluation of Minor and Mini Projects shall be laid down by the Department. The components
of evaluation and allotment of marks may be as follows:

End Semester Evaluation
In Semester Evaluation Marks (weightage 40) Marks
Synopsis 10 Project Implementation 16
Seminar presentation of synopsis
(Analysis and Design) 15 Seminar Presentation 8
Progress Seminar
(Implementation) 15 Viva Voce Examination 16
Project Documentation 10
Attendance 10
Total 60 40
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In-Semester Evaluation of BTECH Major Project Phase | and Phase I

The in-semester evaluation of Major Project Phase | and Phase Il shall have 60% weightage. The modality and conduct of the in-
semester evaluation of the Major Project Phase |, and their weightages shall be declared by the DPEC of each department at the
beginning of the semester. The following aspects are to be assessed, among others:

Synopsis presentation Progress seminars Progress reports Weekly activity reports

In-Semester BCOM Project Evaluation
The scheme of in-semester evaluation and the modalities along with the weightages will be specified by the department at the
beginning of the semester.
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SCHEME OF IN-SEMESTER EVALUATION
POST GRADUATE DEGREE PROGRAMMES
MCA, MSW, MSC (Psychology), MA English, MA Education, MCOM

Theory Courses
The different components of the scheme of in-semester for the theory courses are given in the table below:

Component Weightage

Class Test (Two class tests of equal weightage) 20
Assignments, Group Presentations/Seminar 10
Non-formal evaluation 5
Attendance 5
Total 40

Non-formal Evaluation

Non-formal evaluation may be done using a combination of quizzes, unannounced tests, open book tests, library work reports,
class room interaction and participation, etc. The scheme of non- formal evaluation shall be announced by every teacher in the
beginning of the semester.

Attendance
Marks for attendance will be given according to the following scheme:

[Attendance Percent (x) [Marks Allotted
75 <=x<80
80 <=x<90
90 <=x<95
95 <=x 100

U] B | N

NB: There shall be no re-test for in-semester Assessment under any circumstance. The original marks of all the in-semester
Assessment components shall be retained for all further repeat examinations.

MCA Minor Project
The guidelines for the conduct and evaluation of the MCA Minor Project shall be laid down by the
Department. The components of evaluation and allotment of marks will be as follows:

In Semester Evaluation Marks End Semester Evaluation Marks
(Weightage 40)

Synopsis 10 Project Implementation 16

Seminar presentation of synopsis 15 Seminar Presentation 8

(Analysis and Design)

Progress Seminar (Implementation) 15 Viva Voce Examination 16

Project Documentation 10

Attendance 10

Total 60 40

In-Semester Evaluation of MCA Major Project
The in-semester evaluation of the MCA Major Project shall have 60% weightage. The Internal
Evaluation of the Major project will be done through two seminar sessions:

Synopsis : 20
Seminar Presentation of Synopsis (Analysis and Design) 30
Progress Seminar (Implementation) : 30
Project Documentation : 20

External Evaluation of all Major projects will follow the guidelines laid down in the Regulations.
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MSW, MSc Psychology Field Work
The components of evaluation and their weightages for the concurrent/continuous fieldwork are as follows:

Component Weightage
Field Work Diary 10
Agency Evaluation 15
Faculty Evaluation 20
Attendance 5
Viva Voce Examination 50
Total 100

Practicum

Field Report : 15

Presentation : 15

Administration of tests : 10

Faculty Evaluation : 10

Viva Voce Examination : 50

MSW, MSc Psychology Research Project

Phase |
Literature Survey Presentation : 40
Synopsis Presentation : 60
Phase Il
Examination of Thesis : 50
Presentation and Viva Voce Exam : 50

MTECH, MSC (Physics, Chemistry, Mathematics, Biochemistry, Biotechnology, Microbiology, Botany, Zoology)

Theory Courses

For theory courses, in-semester assessment carries 40% weightage. Different components along with the weightage of each are
given in the table below:

Component Weightage [Remarks
Class Test (Two Class tests of one and a 20 Average of the two marks shall be considered
half hour duration)
Assignments 15 Written Assignments/Seminar on
course Topics/ Technical Paper Review
Non-formal evaluation 5 Based on response and interaction in class,

quizzes, open book tests, etc.

Total 40

There shall be no re-test for In-semester assessment under any circumstance. The original marks of all the In-semester assessment
components shall be retained for all further repeat examinations.

In-Semester Evaluation of Project (Phase 1) / Research Project (Phase 1) / Dissertation (Phase 1)
The in-semester evaluation of Project Phase | / Research Project (Phase ) / Dissertation (Phase 1) shall have 60% weightage. It
shall be evaluated in the following seminar sessions having equal weightage:

Seminar 1: Presentation of the synopsis

Synopsis : 30%
Seminar presentation of the synopsis : 50%
Viva voce examination : 20%
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Seminar 2: Progress Seminar

Progress report : 30%
Progress seminar : 50%
Viva voce Examination : 20%

In-Semester Evaluation of Project (Phase Il) / Research Project (Phase Il) / Dissertation

(Phase 11)
The in-semester evaluation of Project Phase Il / Research Project (Phase Il) / Dissertation (Phase Il) shall have 60% weightage. The

in-semester evaluation will be done through two seminar sessions having equal weightage. Each seminar will be evaluated using

the following components.

Progress Report : 30
Progress Seminar : 50
Viva Voce Examination : 20

External Evaluation of the project / Research Project / Dissertation shall follow the guidelines laid down in the Regulations.
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RULES, PROCEDURES AND BEHAVIOURAL GUIDELINES

Dress Code and Identity Card

The dress code of the University consists of shirt / top (of the prescribed colour and material), trousers (of the prescribed
colour and material), shoes (black) and socks (dark grey), a belt (black/dark brown, if required) and a tie (blue, with diagonal
stripes). Students are required to come to the University following this dress code. The tie will be required to be worn only
on formal occasions. An apron (of the prescribed colour) is to be worn in the Chemistry Lab and during Workshop Practice.
During winter, students may wear only a blazer and/or a sweater (full sleeve or sleeveless) of the prescribed colour and
material.

The Student Identity Card is to be brought to the University every day and is to be produced whenever asked for. Entry to
the University campus shall be only on production of the Identity Card. The Identity Card is also the Library Card.

All students should wear the ID card around the neck from entry in the morning to exit in the evening.

Morning Assembly
The morning assembly is a daily programme in the university on all class days during which all members, i.e., students,
faculty, staff and management meet together. The assembly starts at the prescribed time. During the assembly, important
announcements are made and a thought or insight is shared. The assembly is concluded with an invocation to God to bless
the activities of the day. Note that any announcement made at the morning assembly is considered as being equivalent to
notifying the same in the notice boards. All students should reach the assembly venue before prescribed time. Immediately
after assembly all should proceed to the classroom to start class. Any change in procedures will be notified by the concerned
School at the beginning of the Semester.
One of the following prayers may be used to conclude the Morning Assembly:

The Our Father

Our Father, who art in heaven,

Hallowed be thy name, Thy kingdom come, Thy will be done on earth as it is in heaven.

Give us this day, our daily bread

And forgive us our trespasses

As we forgive those who trespass against us. And lead us not into temptation,

But deliver us from all evil, Amen.

Or

Prayer for Peace

Lord, make me an instrument of your peace,

where there is hatred, let me sow love;

where there is injury, pardon;

where there is doubt, faith;

where there is despair, hope;

where there is darkness, light;

where there is sadness, joy;

O Divine Master, grant that | may not so much seek to be consoled as to console;
to be understood as to understand;

to be loved as to love.

For it is in giving that we receive;

itis in pardoning that we are pardoned;

and it is in dying that we are born to eternal life. Amen

Punctuality in Attending Classes
All are expected to be at their respective assembly venues five minutes before assembly time.
Normally no student shall leave the University before all the classes are over. In case of an emergency, a student may leave
with proper written permission from the HOD of the concerned department.
While all students are encouraged to have their lunch in the University Canteens, students are permitted to take lunch
outside the University.

Make-up Classes, Leave of Absence and Earned Attendance

If any student misses any laboratory class due to illness or other grievous problems, he/she is required to meet the concerned
teacher for completing the experiments as soon as possible. Such make-up attendance will be taken into consideration at
the end of the semester if attendance is less than 75%. At most two make-up attendances may thus be earned by any
student.
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7.

Any student who is required to be engaged in a University activity or a pre-planned training and placement activity during
class hours, may apply for the grant of an ‘earned attendance’ from the concerned HODs in the prescribed form available at
the Reception. Such applications must be forwarded by the Activity In-Charge. For club related activities, Faculty Advisor of
the concerned club will be the Activity In- Charge. In all other cases, Faculty In-Charge or Assistant Faculty In-Charge of
Student Affairs will be the Activity In-Charge. Filled up forms shall be submitted preferably before or in case of emergency,
immediately after the activity for which earned attendance is to granted.

Any student going to participate in any activity or competition outside the University must apply to the Faculty In-Charge of
student Affairs using the prescribed form which must be forwarded by the Assistant Faculty In-Charge of Student Affairs in
consultation with respective Club Advisers. On return, these students must report back to the Assistant Faculty In-Charge of
Student Affairs for recording the outcome.

Any student who is not able to attend classes due to medical or other grievous reasons are required to apply for leave in the
prescribed form along with valid medical certificates and other requisite documents, to the Faculty In-charge, students’
affairs within seven days of joining back. Such applications must be signed by a parent of the student and forwarded by the
mentor of the concerned student and the HOD of the concerned department. Only these students will be considered for
condonement of deficiency in attendance.

Discipline

Personal, academic and professional integrity, honesty and discipline, a sense of responsibility and a high degree of maturity
is expected of all students inside and outside the campus. Integrity calls for being honest in examinations and assignments,
avoiding plagiarism and misrepresentation of facts.

Indulging in acts of violence, riotous or disorderly behaviour directed towards fellow students, faculty members or other
employees of the institution/hostel in the campus or outside is considered to be a serious breach of discipline and will attract
penalty.

Respect for Common Facilities: Care and respect for common facilities and utilities are an essential component of social
responsibility. Any willful damage to University property must be made good by the persons concerned. Further, maintaining
cleanliness of the classrooms and the entire campus is everyone’s responsibility.

Substance Abuse: Chewing of tobacco, betel nut and the likes, smoking and the use of other addictive substances and
alcoholic drinks are strictly prohibited. These should not be brought into or used within the campus of the University.
Violation of this norm will lead to stern action.

Use of Cell Phones: Cell phones may be used in the University lawns, canteens andother open areas. However, the use of
cell phones in classrooms and labs are strictly prohibited except when used for teaching/learning purposes with the explicit
permission of the teacher concerned. The cell phone of anyone found violating this rule shall be confiscated and his/ her
SIM card shall be taken away and retained in the University office for 7 days. If a person violates the norm for a second time,
his/her mobile will be confiscated and retained in the University office till the end of the semester.

Use of Internet: The entire campus is wi-fi enabled and the students may use the Internet freely for educational purposes.
Students may also use the Computing Centre for browsing the Net. However, the use of Internet to access unauthorized and
objectionable websites is strictly prohibited.

All cases of indiscipline will be brought before the Students’ Disciplinary Committee and the decisions made by the
Committee for dealing with such cases shall be final.

Class Tests and Examinations

The conduct of examinations will be governed by the norms of the University.

The Student Identity Card shall be the Admit Card for the class tests

During class tests, all students are expected to enter the venue of the class test 15 minutes before the scheduled time of
commencement. However, no one will be permitted into the examination hall after 15 minutes of the commencement of
the class test and No one will be allowed to leave the examination hall until an hour has elapsed from the commencement
of the class test.

No one is to leave the hall during examination for any purpose, except in case of an emergency.

Malpractices during class tests and examinations will not be tolerated and will attract stern action.

Ragging

Ragging and eve-teasing are activities which violate the dignity of a person and they will be met with zero tolerance. Anti-ragging
norms have been given to each student at the time of admission and all students and parents have signed the anti-ragging
affidavit. Any case of ragging and eve-teasing must be reported to the anti-ragging squad. All cases of violation of anti-ragging
norms will be taken up by the anti-ragging Committee and punished according to the norms.

8.

Grievance Redressal

The University has constituted a Grievance Redressal Cell to redress any genuine grievance students may have. Any student
having a genuine grievance may make a representation to the Grievance Redressal Cell through his/her mentor. The
representation should be accompanied by all relevant documents in support of the genuineness of the grievance.
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9. School Association

9.1 The School Association is an association of the representatives of the various stake holders of the School — students, staff,
faculty and management. It is the responsibility of the School Association to take charge of organizing most of the co-
curricular activities such as the annual festivals, quizzes, debates, competitions and social events.

9.2 A male and a female student are elected by the students of each class as “class representatives” to represent them
in the School Association. Class representatives are expected to be outstanding students who are academically competent
and having qualities of leadership.

10. Participation in University Activities

10.1 In order to provide opportunities for the holistic development of the human person, a large number of co-curricular and
extra-curricular activities are designed and implemented under the banner of the University Association and student clubs.
Some of the most important activities are D’VERVE & BOSCOSIADE (intra- University sports and cultural festival during
University Week), PRAJYUKTTAM (the inter-University technical festival). All students are expected to take part actively
in such activities to showcase their talents, to develop leadership qualities and to gain the experience of working in groups.

10.2 Training and Placement Activities: The training and Placement Cell of DBCET has been incorporated with the objective of
minimizing the gap between industry and academia and giving the students training and exposure so that they can capitalize
on every opportunity for placement. It is the prime responsibility of the cell to look after all matters concerning ‘Training to
enhance employability’ and ‘guiding students for placement’. In the first two semesters, students are trained for
communication skills development under the department of Humanities and Social Sciences, and personal development
programmes under the department of campus ministry. From the third semester onwards, in every semester, students are
given systematic training in aptitude tests, communication skills, group discussion, etc. They are also made to undergo mock
HR and Technical Interviews. These activities of the training and placement cell find a place in the curriculum as Extra
Academic Programmes (EAP) and all students are required to get a P grade for these activities by taking an active part in
these activities regularly.

Other departments of the University offer customised services in training and placement of their students.

11. Free Time
Some hours without class may be available for some students during the day. Students are expected to use such ‘free time’ for
visiting the library, meeting teachers and mentors, self- study, carrying out lab or project related activities, etc.

12. Faculty Performance Feedback

In order to improve the teaching and learning process in the University, students will be required to give feedback about the
performance of their teachers from time-to-time. All students are expected to participate in the online feedback sessions
concerning their teachers with sincerity and responsibility.

13. Mentoring

All students are assigned mentors from among the faculty members for their guidance. Directors of Schools in collaboration with
the Heads of Departments will take care of assigning mentors. Mentors shall help the students to plan their courses of study,
advise them on matters relating to academic performance and personality development, and help them to overcome various
problems and difficulties faced by them. Although students should meet their mentors on a regular basis to get timely help,
specific days have been set aside in the calendar for meeting mentors to ensure proper documentation of achievements,
activities, shortcomings and problems faced by the students. Every student must meet the mentor during these days.

14. Interaction Meet with Parents
The University organises interaction meetings with parents once a year in which the parents are invited to interact with
teachers and management to appraise themselves about the performance of their ward and also to offer their suggestions for
the betterment of the institution. It is the responsibility of the students too to invite their parents to come and participate in the
event and make the event meaningful.
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DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

BACHELOR OF TECHNOLOGY (BTECH)- COMPUTER SCIENCE AND ENGINEERING

COURSE STRUCTURE
SEMESTER |
L-T-P
Type Z\;i):gzisourse/ Course Code | Course Title Credits | Page
Basic Science PSPT0038 Physics for Technologists 3-1-0 4 825
Course/IC
Basic Science MACLO012 Mathematics | - Calculus and Linear Algebra 3-1-0 4
Theory Course/IC 818
Engineering CSPS0079 Programming for Problem Solving 3-0-0 3 102
Science Course/IC
Basic Science PSTC6016 Physics for Technologists- Lab 0-0-4 2 829
Course/IC
Lab Engineering CSPL6069 Programming for Problem Solving Lab 0-0-4 2 200
Science Course/IC
Engineering CVED6024 Engineering Graphics and Design 1-0-4 3 307
Science Course/IC
Mandatory BTUH0001 Student Induction Program- Universal 0-0-0 NC
Course/IC Human Values |
Total Credits 18
SEMESTER Il
Basic Science CHEC0027 Engineering Chemistry 3-1-0 4 816
Course/IC
Basic Science MAINO0013 Mathematics Il- Multiple Integrals, 3-1-0 4
Course/IC Numerical Methods and Differential 818
Equations
Theory Engineering Science | EEBE0038 Basic Electrical Engineering 3-1-0 4 331
Course/IC
Humanities & EGEHO111 English 2-0-0 2
Social Sciences
including 833
Management/IC
Basic Science CHCE6006 Engineering Chemistry Lab1 0-0-4 1
Course 817
Humanities & Social |EGOC6005 Oral Communication 0-0-2 1
Sciences including Practice Lab 835
Management/IC
Lab Engineering Science | EEBL6027 Basic Electrical Engineering Laboratory 0-0-2 1
Course/IC 414
Engineering Science | MNWM®6023 | Workshop/Manufacturing Practice 1-0-4 3
Course/IC 631
Total Credits 20
SEMESTER Il
Basic Science MAPS0024 Mathematics Ill-Probability and Statistics 2-0-0 2
Theory 819

Course/IC
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Engineering Science | ECEC0050 Analog Electronic Circuits 3-0-0 3
455
Course/IC
Professional Core CSOP0080 Object Oriented Programming 3-0-0 3
103
Courses/DC
Professional Core CSDC0081 Digital Electronics 3-0-0 3
104
Courses/DC
Professional Core CSDS0082 Data structure and Algorithm 3-0-0 3
105
Courses/DC
Engineering Science | ECEC6039 Analog Electronic Circuits Lab 0-0-2 1
Course/IC 556
Professional Core CSOP6070 Object Oriented Programming Lab 0-0-4 2
Courses/DC 201
Lab
Professional Core CSDC6071 Digital Electronics Lab 0-0-4 2
Courses/DC 201
Professional Core CSDS6072 Data Structure and Algorithm Lab 0-0-4 2
Courses/DC 202
Internship BTIA8 Internship Programme 2
BTUHO0002 Understanding Harmony -Universal Human 3
Values Il
Total Credits 26
SEMESTER IV
Professional Core MADMO0025 Discrete Mathematics with Applications 3-1-0 4 197/
Courses/DC 820
Professional Core CSOA0083 Computer Organization & Architecture 3-0-0 3
Courses/DC 107
Th Professional Core CSRD0084 Database Management Systems 3-0-0 3 108
eory Courses/DC
Professional Core CSADO0085 Design and Analysis of Algorithms 3-0-0 3
110
Courses/DC
Humanities & Social MTOB0086 Organisational Behaviour 3-0-0 3
Sciences including 837
Management/IC
Professional Core CSOA6073 Computer Organization & Architecture Lab 0-0-4 2
Courses/DC
Professional Core CSRD6074 Database Management Systems Lab 0-0-4 2
Lab 203
Courses/DC
Professional Core CSAD6075 Design and Analysis of Algorithms Lab 0-0-4 2
204
Courses/DC
Mandatory Course/IC | CHES0029 Environmental Science 0 815
Mandatory Course/IC | EDCI0200 Constitution of India 0-0-0 NC
Total Credits 22
SEMESTER V
Professional Core CSFA0122 Formal Language & Automata Theory 3-0-0 3 149
Courses/DC
Professional Core CS0S0123 Operating Systems 3-0-0 3
Theory Courses/DC 150
Professional Core CSDC0124 Data Communication 3-0-0 3
152
Courses/DC
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Professional CSAA0103 Advanced Algorithms 3-0-0 3 129
Elective Courses/DE | CSSEQ127 Software Engineering 153
CSAI0143 Artificial Intelligence 168
Humanities & Social | MTEE0104 Economics for Engineers 3-0-0 3
Sciences including 838
Management/IC
Professional Core CS0S6082 Operating Systems Lab 0-0-4 2
208
Courses/DC
Lab Professional Core CSDC6083/ Data Communication Lab 0-0-4 2
Courses/DC CSDC6049 209
Project/DC CSMI6084 Mini Project | 0-0-2 1 210
Project Value Added Value Added Course 0
Course
Internship BTIP13 Internship Seminar 3
Total Credits 23
SEMESTER VI
Professional Core CSCD0128 Compiler Design 3-0-0 3
156
Courses/DC
Professional Core CSNT0129 Computer Networks 3-0-0 3
157
Courses/DC
Professional CSPD0144 Parallel and Distributed Algorithms 3-0-0 3 169
Elective Courses/DE
CSAP0145 Advanced Computer Architecture 171
CSML0146 Machine Learning 172
Theory Robotics Process Automation
Professional CsCco147 Computational Complexity 3-0-0 3 173
Elective Courses/DE 3-0-0
CSDS0148 Distributed Systems 173
DMO014 D Mini
CSDM0149 ata Mining 174
Open Elective MTPO0106 Production and Operations Management 0-0-4 3 841
Courses/IE Soft skills
Course from Swayam
Professional Core CSCD6055 Compiler Design Lab 0-0-4 2
199
Courses/DC
Professional Core CSNS6054 Computer Networks Lab 3-0-0 2
198
Course/DC
Professional CSPP6094 Parallel and Distributed Algorithms Lab 0-0-2 1 211
Elective
Lab Courses/DE CSAC6095 Advanced Computer Architecture Lab 212
CSML6096 Machine Learning Lab 213
Robotics Process Automation Lab
Professional CSCC6097 Computational Complexity Lab 0-0-2 1 213
Elective Courses/DE | cspsg098 Distributed Systems Lab 214
CSDM6099 Data Mining Lab 215
Project Professional CSMI16091 Mini Project Il 0-0-2 1 210
Elective Courses/DE
Total Credits 22
SEMESTER VII
Basic Science Biology 2-0-0 2
Course/IC 831
Theory
Professional CSCG0150 Computational Geometry 3-1-0 4 176
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Elective Courses/DE CS0S0151 Advanced Operating Systems 177
CSSNO0152 Speech and Natural Language Processing 178
Professional CSCY0153 Computational Number Theory 3-0-0 3 179
Elective Courses/DE CSRT0154 Real Time Systems 180
CSIR0155 Information Retrieval 181
Open Elective CSEC0163 E-Commerce and Cyber Security 3-0-0 3 188
Courses/IE Csico164 ICT for development 189
Course from Swayam
Lab Professional CSCG6100 | Computational Geometry Lab 0-0-2 1 216
Elective Courses/DE CSAS6101 Advanced Operating Systems Lab 216
CSSN6102 Speech and Natural Language Processing 217
Lab
Project/DC CSMP6103 Major Project- Phase | 0-0-4 2 218
Value Added Course 0-0-0 NC
Internship Internship 3
Total Credits 18
SEMESTER VIII
Theory Professional CSQC0156 Quantum Computing 3 DE 182
Elective Courses/DE | CSAD0157 Ad Hoc and Sensor Networks 183
CSNNO0158 Neural Networks and Deep Learning 184
CSBF0159 Blockchain Fundamentals 185
Open Elective CSCMO0160 Cloud Computing 3 IE 186
Courses/IE CSCB0165 Cyber law and ethics 190
Course from Swayam
Open Elective CSBAO161 Business Analytics 3 IE 187
Courses/IE CSNT0162 Computer Networks 187
Course from Swayam
Project Project/DC CSMP6104 Major Project- Phase Il 3 DC 218
Essence of Indian Traditional Knowledge 0 NC
Total Credits 12
Total Programme Credits 161

LIST OF OPEN ELECTIVES

Semester VII

E-Commerce and Cyber Security
ICT for development
Course from Swayam

Semester VIII

Open Elective -1

Cloud Computing
Cyber law and ethics
Course from Swayam

Open Elective -lI

Business Analytics
Computer Networks
Course from Swayam
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LIST of VALUE ADDED COURSES OFFERED BY THE DEPARTMENT
a. Cyber security (CSCS6106)
b. 3D Designing. Modeling and printing (CSDM6107)

COMPUTER SCIENCE AND ENGINEERING -BTECH (HONOURS)

Specialization:

Data Science

SI. No. Course Name Semester Credits Page No
1 Joy of Computing using Python 3 4
CSID0166 Introduction to Data Science 4 4 191
3 Mathematical Foundation for 5 4
Computer Science
4 Data Visualization 6 2
5 Data Visualization Lab 6 2
6 Data Analytics 7 4
Total | 20
Specialization: Internet of Things
SI. No. Course Name Semester Credits Page No
1 Joy of Computing using Python 3 4
Cslio167 Introduction to loT 4 4 192
3 Introduction to Raspberry Pi and Arduino 5 2
4 Introduction to Raspberry Piand Arduino Lab | 5 2
5 loT Platform and System Design 6 4
6 Smart Sensors and Sensor Networking 7 4
Total | 20
COMPUTER SCIENCE AND ENGINEERING- BTECH MINOR ENGINEERING
Semester | Subject Course Codes Credit Page No
Sem Il Data Structures and Algorithms CSDAO168 4 193
(Theory)
Data Structures and Algorithms CSDA6105 1
(Lab)
Sem IV Computer organisation and CSOA0169 4 195
Architecture
/ Course from Swayam
SemV Formal language and automata 3
theory/ Course from Swayam
Sem VI Database management systems / 3
Course from Swayam
Database management systems 1
Lab
Sem VI Operating systems / Course from CS0S0170 4 196
Swayam
Total Credits 20
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MASTER OF TECHNOLOGY (MTECH)
COMPUTER SCIENCE AND ENGINEERING

COURSE STRUCTURE

SEMESTER |
Type Category Ez::e Course Name L-T-P Credits | Page
Specialization: Data Science

Corel CSMFO0086 Mathematical foundations of Computer Science 3-0-0 3 111
Core 2 CSDT0087 Advanced Data Structures 3-0-0 3 112
Core 3 ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Prog. Specific CSSC0088 Data Science 3 113
Theory Elective | CSDI0089 Distributed Systems 3-0-0 114
CSDP0090 Data Preparation and Analysis 115
Prog. Specific CSRS0091 Recommender System 3 116
Elective Il CSML0092 | Machine Learning 3-00 117
CSTNO093 Data Storage Technologies and Networks 119

Labl CSDT6076 Advanced Data Structures Lab 0-0-4 2
Lab Lab2 CSML6096 Machine Learning Lab 0-0-4 2 213

Specialization: Internet of Things
Corel CSMF0086 Mathematical foundations of 3-0-0 3 11
Computer Science

Core 2 CSDT0087 Advanced Data Structures 3-0-0 3 112
Core 3 ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Prog. Specific CSSC0088 Data Science 3-0-0 3 113
Theory | Elective | CSWA0094 Wireless Access Technologies 119
CSMS0095 Mobile Applications and Services 121
Prog. Specific CSML0092 Machine Learning 3-0-0 3 117
Elective Il CSSI0096 Smart Sensors and Internet of Things 122
CSLF0097 Logic and Functional programming 123
Labl CSDT6076 Advanced Data Structures Lab 0-0-4 2 204

Lab Lab 2 CSML6096 Machine Learning Lab 0-0-4 2

Specialization: Information Security

Core 1l CSMF0086 Mathematical foundations of Computer Science 3-0-0 3 111
Core 2 CSDT0087 Advanced Data Structures 3-0-0 3 112
Core 3 ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Theory Prog. Specific CSDF0098 Digital Forensics 3-0-0 3 124
Elective | CSEH0099 | Ethical Hacking 125
CSID0100 Intrusion Detection 126
Prog. Specific CSMR0101 Malware Analysis & Reverse Engineering 3-0-0 3 127
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Elective Il CSSC0102 Secure Software Design and Enterprise Computing 128
CSML0092 Machine Learning 117
Labl CSDT6076 Advanced Data Structures Lab 0-0-4 2 204
Lab Lab2 CSML6096 Machine Learning Lab 0-0-4 2 213
Audit Audit 1 EGRWO0015 English for Research Paper Writing 2-0-0 0 832
Total Credits 18
SEMESTER I1
Specialization: Data Science
Core 3 CSAA0103 Advance Algorithms 3-0-0 3 129
Core 4 CSSP0104 Soft Computing 3-0-0 3 130
Prog. Specific CSDV0105 Data Visualization 3-0-0 3 131
Elective Ill CSBDO106 | Big Data Analytics 132
Theory CsbD0107 Data Warehouse and Data Mining 133
Prog. Specific | CSDS0108 Data Security and Access Control 3-0-0 3 135
Elective IV CSWD0109 | Web Analytics and Development 136
CSKD0110 Knowledge Discovery 137
CSNLO111 Natural Language Processing 138
Lab3 CSAA6078 Advanced Algorithm Lab 0-0-2 2 205
Lab Lab4 CSDV6079 Data Visualization Lab 0-0-2 2 206
Specialization: Internet of Things
Core 3 CSAA0103 Advance Algorithms 3-0-0 3 129
Core 4 CSSP0104 Soft Computing 3-0-0 3 130
Prog. Specific CSNI0112 Sensor Networks and Internet of Things 3-0-0 3 139
Elective Il CSDV0105 | Data Visualization 131
Theory CSAC0113 loT Application and Communication Protocol 140
Prog. Specific CSBD0106 Big Data Analytics 3-0-0 3
Elective IV CSNY0114 | Network Security 141
CSAMO0115 Advanced Machine Learning 142
Lab3 CSAA6078 Advance Algorithms Lab 0-0-2 2 205
Lab Lab4 CSDVve079 Data Visualisation Lab 0-0-2 2 206
Specialization: Information Security
Core 3 CSAA0103 Advance Algorithms 3-0-0 3 129
Core 4 CSSP0104 Soft Computing 3-0-0 3 130
Prog. Specific CSECO0116 Data Encryption & Compression 3-0-0 3 143
Theory Elective Ill CSSwo0117 Steganography & Digital Watermarking 144
CSIT0118 Information Theory & Coding 145
Prog. Specific CSRA0119 Security Assessment and Risk Analysis 3-0-0 3 146
Elective IV CSCD0120 Secure Coding 147
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CSBI0121 Biometrics 148
Lab3 CSAA6078 Advance Algorithms Lab 0-0-2 2 205
Lab Lab4 CSEN6080 Data Encryption & Compression Lab 0-0-2 2 207
Project CSMI16081 Mini Project with Seminar 0-0-2 2 208
Audit Audit 2 EDCIO100 Constitution of India 0-0-0 0
(MOOCs)
Total Credits 18
SEMESTER Il
Specialization: Data Science
Theory Prog. Specific CSCG0134 GPU Computing 3-0-0 3 158
Elective V CSCLO135 Cloud Computing 159
CSDD0136 Distributed Databases 160
Specialization: Internet of Things
Prog. Specific CSCLO135 Cloud Computing 3-0-0 3 161
Elective V CSI1S0137 10T and Smart Cities 163
CSEMO0138 Emulation and Simulation Methodologies 164
Specialization: Information Security
Prog. Specific CSDM0139 Data Warehousing & Mining 3-0-0 3 164
Elective V CSWI10140 Web Search & Information Retrieval 165
CsDY0141 Database Security and Access Control 166
Open Elective CSBA0142 Business Analytics 3-0-0 3 167
Project | Dissertation CSDI6092 Dissertation Phase — | 0-0-20 10 210
Total Credits 6-0-20 16
SEMESTER IV
Specialization: Data Science
Dissertation ‘ CSDI6093 ‘ Dissertation Phase — II ‘ 0-0-32 ‘ 16 ’
Specialization: Internet of Things
Project | Dissertation | CSDI6093 ‘ Dissertation Phase — II ‘ 0-0-32 ‘ 16 |
Specialization: Information Securities
Dissertation l CSDI16093 ‘ Dissertation Phase — I 0-0-32 16
Total Credits 0-0-32 16

ADBU| Regulations and Syllabus|2021-22| 51




COURSE STRUCTURE

DEPARTMENT OF CIVIL ENGINEERING

BACHELOR OF TECHNOLOGY - BTECH CIVIL ENGINEERING

SEMESTER |
Type of Course/ Course L-T-P | Credits
Type Course Name Page
Category Code
Basic Science CHECO0027 Engineering Chemistry 3-1-0 4 316
Course/IC
Basic Science MACL0012 | Mathematics | - Calculus and Linear Algebra | 3-1-0 4
Theory Course/IC 818
Engineering EEBE0038 Basic Electrical Engineering 3-1-0 4 331
Science Course/IC
Basic Science CHCE6007 | Engineering Chemistry Lab 0-0-2 2 817
Course
Lab Engineering EEBL6027 Basic Electrical Engineering Laboratory 0-0-2 1 414
Science Course/IC
Engineering MNWM60 Workshop/Manufacturing Practice 1-0-4 3 631
Science Course/IC 23
Mandator Student Induction Program- Universal 0-0-0 NC
Course/IC ' BTUHO00L Human Values | :
Total Credits 18
SEMESTER Il
Basic Science PSEP0039 Engineering Physics: Mechanics 3-1-0 4 826
Course/IC
Basic Science MAINO0013 Mathematics II-Multiple Integrals, 3-1-0 4
Course/IC Numerical Methods and Differential 818
Equations
Theory Engineering CSPS0079 Programming for Problem Solving 3-0-0 3 102
Science Course/IC
Humanities & EGEHO0111 English 2-0-0 2
Social Sciences
. . 833
including
Management/IC
Basic Science PSEG6017 | Physics Lab for Engineers 0-0-2 1 829
Course/IC
Engineering CVED6024 Engineering Graphics and Design 1-0-4 3 307
Science Course/IC
Humanities & EGOC6005 | Oral Communication Practice Lab 0-0-2 1
Lab Social Sciences
. . 835
including
Management/IC
Engineering CSPL6069 Programming for Problem Solving Lab 0-0-4 2
Science 200
Course/IC
Mandatory 0-0-0 NC
Course/IC EDCI0100 Constitution of India
Total Credits 20
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SEMESTER Il
Engineering ECBEOO51 Basic Electronics 1-0-0 1
Science 456
Course/IC
Basic Science BOBEO002 Biology for Engineering 3-0-0 3 313
Course/IC
Engineering MNEMO0034 | Engineering Mechanics 3-1-0 4 572
Science
Course/IC
Engineering CVES0046 Energy science and Engineering 1-1-0 2
Science 228
Theory Course/IC
Basic Science MATD0028 Mathematics IlI- Transform Calculus and 2-0-0 2
Course/IC Discrete Mathematics 822
Humanities & EGET0113 Effective Technical communication 3-0-0 3
Social Sciences
including 834
Management/IC
Humanities & CVIC0054 Introduction to Civil Engineering 3-0-0 3
Social Sciences
including 239
Management/IC
Engineering ECBE6040 Basic Electronics Lab 0-0-2 1
Science 556
Lab Course/IC
Engineering CVCA6025 Computer Aided Civil Engineering Drawing 1-0-2 2
Science Lab 309
Course/IC
Internship BTIA8 Internship Activity 0-0-2 2
Mandatory BTUHO0002 Understanding Harmony -Universal 3-0-0 3
Course/IC Human Values I
Total Credits 23
SEMESTER IV
Engineering MNMEO004 Elements of Mechanical 2-1- 3
Science 1 Engineering 01 586
Course/DC
Professional core | CVIS0053 Instrumentation and sensor Technologies 1-1-0 2
course/DC for Civil Engineering Applications 238
Professional core | CVEG0047 Engineering Geology 1-0-0 1 229
course/DC
Professional core CVvDP0048 Disaster Preparedness & Planning 1-1-0 2
Theory course/DC 231
Professional core | CVFMO0049 | Introduction to Fluid Mechanics 2-0-0 2 933
course/DC
Professional core | CVSMO0050 | Introduction to Solid Mechanics 2-0-0 2 234
course/DC
Professional core | CVSG0051 | Surveying & Geomatics 1-1-0 2 235
course/DC
Professional core | CVYMT0052 | Materials, Testing and Evaluation 1-1-0 2 237
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course/DC
Professional core | CVIS6031 Instrumentation & Sensor Technologies for | 0-0-2 1
course/DC Civil Engineering Applications Lab 313
Professional core | CVEG6026 | Engineering Geology Lab 0-0-2 1
Lab course/DC 310
Professional CVEM6027 | Introduction to Fluid Mechanics Lab 0-0-2 1
core course /DC 310
Professional core | CVSM6028 | Introduction to Solid Mechanics Lab 0-0-2 1 311
course/DC
Professional core | CVSG6029 | Surveying & Geomatics Lab 0-0-2 1 312
course/DC
Professional core | CVYMT6030 | Materials, Testing and Evaluation Lab 0-0-2 1 312
course/DC
Mandatory MTOBO086 | Organizational Behaviour 3-0-0 0 837
Course/IC
Total Credits 22
SEMESTER V
Professional Core | CVMMO005 | Mechanics of Materials 3-0-0 3 241
course/DC 6
Professional Core | CVHEO057 Hydraulic Engineering 2-0-0 2 243
course/DC
Professional Core | CVSEO058 Structural Engineering 2-1-0 3 245
course/DC
Professional Core | CVGE0059 | Geotechnical Engineering 2-0-0 2 247
course/DC
Professional CVHWO0060 | Hydrology & Water Resources Engineering 2-1-0 3 248
Theory Core course/DC
Professional CVEE0061 | Environmental Engineering 2-0-0 2 250
Core course/DC
Professional CVTEO062 | Transportation Engineering 2-0-0 2 252
Core course/DC
Humanities and MTPP0105 | Professional Practice, Law & Ethics 2-0-0 2
Social Sciences
including Man- 839
agement courses
/IC
Mandatory CVSL0200 Service Learning - Theory 2-0-0 NC 322
courses/IC
Professional Core | CVHE6031 | Hydraulic Engineering Lab 0-0-2 1 .
course/DC
Professional Core | CVGE6032 | Geotechnical Engineering Lab 0-0-2 1 315
b course/DC
L Professional Core | CVEE6033 Environmental Engineering Lab 0-0-2 1 316
course/DC
Professional Core | CVTE6034 Transportation Engineering Lab 0-0-2 1 316
course/DC
Internship BTIP13 Internship Seminar 0-0-2 2
Total Credits 25
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SEMESTER VI
Professional CVCMO0063 | Construction Engineering & Management 2-1-0 3
Core 253
courses/DC
Professional CVEC0064 Engineering Economics, Estimation & 2-1-0 3
Core Costing 255
courses/DC
Professional CVCS0065 Design of Concrete Structures | 3-0-0 3 257
Elective _ , _ ,
courses/ DE CVEDO0066 Civil Engineering Design | 558
Elective-I
Professional CVSA0068 Structural Analysis | 3-0-0 3 260
Elective
courses/ DE CVBP0069 | Building Construction Practice 261
Theor ive-
y Elective-ll CVGI0070 Geographic Information Systems and 262
Science
Open Elective CviCo071 Open Elective-l (Humanities) Soft Skills and 3-0-0 3 263
courses/IE Interpersonal Communication
Professional CVSS0072 Design of Steel Structures 3-0-0 3 265
Elective
courses/ DC CVRS0073 Repairs and Rehabilitation of Structures 266
Elective-Ill CVPT0074 Physio Chemical Process of Water and 267
Waste Water Treatment
Professional CVREO075 Railway Engineering 3-0-0 3 268
Elective
courses/ DE CVOC0076 | Open Channel Flow 269
Elective-IV CVSMO0077 | Soil Mechanics Il 270
Professional CVEC6035 Engineering Economics, Estimation & 0-0-4 2
Lab Core Costing-Lab 317
courses/DC
Mandatory | (Activity Point CVSL0200 Service Learning-Field Work 0-0-6 NC 322
Course Programme)
Internship BTIP14 Internship (Survey Camp) 0-0-2 1
Total Credits 24
SEMESTER VII
Engineering MBLS0001 | Life Science 1-0-2 2
- 814
Science Course
Professional CVCS0090 | Design of Concrete Structures Il 3-0-0 3
Elective courses/
Theory DE CVHS0067 | Design of Hydraulic Structures and 259
Elective V Irrigation Engineering
CVPC0091 | Prestressed Concrete 287
Professional CVSA0092 | Structural Analysis Il 3-0-0 3 288
Elective courses/
DE CVPHO093 | Port and Harbour Engineering 289
Elective VI - - -
CVTMO0094 | Traffic Engineering and Management 291
Open Elective CVMS0095 | Metro Systems and Engineering 3-0-0 3 292
courses/IE CVRG0103 | Remote Sensing and GIS 302
Project/DC CVPJ6042 Project-I 0-0-2 321
Internship CVIT6041 Industrial Training 321
Total Credits 15
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SEMESTER VIII
Theory Professional CVBEOOS6 | Bridge Engineering 3-0-0 3 293
Elective courses/
DE CVBHO097 | Basics of Computational Hydraulics 294
Elective VII -
CVSH0098 | Solid AAd Hazardous Waste Management 294
Professional CVEEQ0099 | Earthquake Engineering 3-0-0 3 296
Elective courses/
DE CVST0100 Structural Dynamics Structural Analysis by
Elective VIII CVMMO10 | Matrix Methods 297
7 (CVST0100: STRUCTURAL DYNAMICS)
(CVMMO0107: STRUCTURAL ANALYSIS BY
MATRIX METHODS) 306
Open Elective CVELO101 | Open Elective-lll Environmental Law and 3-0-0 3
courses/IE policy/ Soft skills and interpersonal 298
communication
Open Elective CVSE0102 | Open Elective-IV Sustainable 3-0-0 3
courses/IE engineering and Technology-
/Economic Policies in India 300
(Sustainable engineering &
Technology)
Project/DC CVPJ6043 Project-I 0-0-8 4 321
Essence of Indian Traditional Knowledge 0-0-0 NC
Total Credits 16
Total Programme Credits 163
List of Open Electives for BTech
Course code Course Credits L-T-P Credits Page
Name
Semester VI CviCco071 Soft Skills and Interpersonal 3-0-0 3
Communication
Semester VII CVMS0095 | Metro Systems and Engineering 3-0-0 3
Semester VII CVRG0103 | Remote Sensing and GIS 3-0-0 3
Semester VIII CVELO101 Environmental Laws and Policy 3-0-0 3
Semester VIII CVSE0102 | Sustainable Engineering and 3-0-0 3
Technology
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Domain 1) Environmental Engineering

COURSE STRUCTURE

Sl. Course Name Credits Link
No.
1 Plastic Waste Management 2 https://nptel.ac.in/courses/105/105/105105184/
2 Electronic Waste Management 1 https://nptel.ac.in/courses/105/105/105105169/
3 | Applied Environmental Microbiology 3 https://nptel.ac.in/courses/105/107/105107173/
4 | Water and Wastewater Treatment 3 https://nptel.ac.in/courses/105/105/105105178/
5 Water Supply Engineering 3 https://nptel.ac.in/courses/105/105/105105201/
6 | Environmental Remediation 3 https://nptel.ac.in/courses/105/107/105107181/
7 Environmental Chemistry and 3 https://nptel.ac.in/courses/102/105/102105087/
Microbiology
8 | Applied Environmental Microbiology 3 https://nptel.ac.in/courses/105/107/105107173/
9 | Integrated Waste Management for a 3 https://onlinecourses.nptel.ac.in/noc21 ce46/preview
Smart City -3 semester students
10 | Wastewater Treatment and Recycling 3 https://onlinecourses.nptel.ac.in/noc21 ce49/preview
5™ Sem students
Domain 2) Construction Technology
Sl. Course Name Cre Link
No. dits
1 Land Scape Architecture and Site 2 https://nptel.ac.in/courses/124/105/124105001/
Planning-Basic Fundamentals
2 Maintenance and Repair of Concrete 3 https://nptel.ac.in/courses/105/106/105106202/
Structures
3 Basic Construction Materials 3 https://onlinecourses.nptel.ac.in/noc21_cel0/preview
4 Safety in Construction 2 https://nptel.ac.in/courses/105/102/105102206/
5 Development and Application of Special 3 https://nptel.ac.in/courses/105/104/105104206/
Concrete
6 Principles of Construction Management 2 https://nptel.ac.in/courses/105/104/105104161/
7 Construction Methods and Equipment 2 https://nptel.ac.in/courses/105/103/105103206/
Management
8 Concrete Technology 3 https://nptel.ac.in/courses/105/102/105102012/
https://nptel.ac.in/courses/105/104/105104030/
https://nptel.ac.in/courses/105/106/105106176/
9 Project Planning & Control 3 https://onlinecourses.nptel.ac.in/noc21_ce50/preview
10 Hydration, Porosity & Strength of 3 https://onlinecourses.nptel.ac.in/noc21_ce66/preview
Cementitious Materials - for 3" semester
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COURSES FOR MINOR IN BTECH CIVIL ENGINEERING

Sl Course Name Credi Link
No. ts
1 Basic Construction Materials 3 https://nptel.ac.in/courses/105/106/105106206/
https://nptel.ac.in/courses/105/102/105102088/
2 Geographic Information System 3 https://nptel.ac.in/courses/105/107/105107155/
https://nptel.ac.in/courses/105/107/105107206/
3 Geomorphology 3 https://nptel.ac.in/courses/105/107/105107200/
4 Maintenance and Repair of Concrete Structures 3 https://nptel.ac.in/courses/105/106/105106202/
Remote Sensing-Principles and Applications 3 https://nptel.ac.in/courses/105/101/105101206/
https://nptel.ac.in/courses/105/103/105103193/
https://nptel.ac.in/courses/105/107/105107201/
https://nptel.ac.in/courses/105/108/105108077/
https://nptel.ac.in/courses/105/107/105107160/
6 Strategies for Sustainable Design 3 https://nptel.ac.in/courses/124/106/124106157/
8 Introduction to Civil Engineering Profession 2 https://nptel.ac.in/courses/105/106/105106201/
9 Architectural Conservation and Historic 2 https://nptel.ac.in/courses/124/105/124105003/
Preservation
10 Safety in Construction 2 https://nptel.ac.in/courses/105/102/105102206/
11 Natural Hazards 2 Https://nptel.ac.in/courses/105/104/105104183/
MASTER OF TECHNOLOGY (MTECH)
CIVIL ENGINEERING (Construction Management)
SEMESTER |
Type CourseType/Category E:::% Course Name L-T-P Credits Page
Core | CVPC0078 Project planning and control 3-0-0 3 271
Corelll CVCEO0079 Construction Equipment 3-0-0 3 272
Core ECRMO0042 | Research Methodology and IPR 2-0-0 2 446
Theory Prog.Specific Elective | CVNAQO80 | Statistics zimd Numerical Analysis in 3-0-0 3 273/825
Construction
CVFE0081 Finite Element Method 274
Prog.Specific Elective Il | CVSM0082 | Structural Masonry 3-0-0 3 276
CVAC0083 Advanced Concrete Technology 277
Core lLab| CVSD6036 Structural Design Lab 0-0-4 2 318
Lab Core Lab Il CVAC6037 Advanced Concrete Lab 0-0-4 2 318
Audit Audit Course | EGRWOO015 | English for Research Paper Writing 2-0-0 0 832
Total Credits 18
SEMESTER I1
Theory ‘ Corellll CVFIO084 Financing Infrastructure Projects ‘ 3-0-0 ‘ 3 ‘ 278
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COURSE STRUCTURE

Core IV CVAC0085 | Advanced Construction Technology 3-0-0 3 280
Prog.Specific Elective CVATO086 | Advanced Transportation Engineering 3-0-0 3 281
M CVGT0087 | Ground Improvement Techniques 283
Prog.Specific Elective CVSHO0088 | Structural Health Monitoring and 3-0-0 3 284
v Rehabilitation of Structures
CVEE0089 Energy Efficiency, Acoustics and 785
daylighting in Building
Core Lab Ill CVAT6038 | Advanced Transportation Engineering 0-0-4 2 319
Lab
Lab
Core Lab IV CVAC6039 | Architecture & Construction 0-0-4 2 320
management software lab
Project CVMI6040 | Mini Project 0-0-4 2 320
Audit Audit Course EDCI0100 Constitution of India/ Stress 2-0-0 0
I(MOOCs) management (MOOCs)
Mandatory Course CVSL0200 Service Learning - Theory 2-0-0 NC
(Activity Point 322
Programme)
Total Credits 18
SEMESTER I11
Prog.Specific Elective V | CVCLO104 | Contracts and legal aspects in 3-0-0 3 302
construction
Theory CVRT0105 Rural Construction Technology 303
Open Elective CVIS0106 Industrial safety 3-0-0 3 304
Waste to Energy
Mandatory Course CVSL0200 Service Learning-Field Work 0-0-6 NC
(Activity Point 322
Programme)
Project | Dissertation CVDI6044 Dissertation Phase — | 0-0-20 10 32
Total Credits 16
SEMESTER IV
Project | Dissertation CVDI6045 Dissertation Phase — I 0-0-32 16 322
Total Credits 16
Total Programme Credits 68
LIST of OPEN ELECTIVES in MTECH
Course code Course Credits L-T-P Page
Name
Semester llI CVIS0106 Industrial safety 3-0-0 3 304
LIST of VALUE-ADDED COURSES
! CVAD6046 Training on Computer Aided Drafting 2-0-0 323
2 CVBA6047 Training on Building Modeling and analysis using STAAD Pro 2-0-0 324
3 CVMAB048 Training on Modeling and analysis using ABACUS 2-0-0 325
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DEPARTMENT OF ELECTRICAL AND ELECTRONICS ENGINEERING

BACHELOR OF TECHNOLOGY - ELECTRICAL AND ELECTRONICS ENGINEERING

SEMESTER |
Type of Course/ X
Type Course Code Course Name L-T-P Credits Page
Category
Basic Science PSPT0038 Physics for Technologists 3-1-0 4
825
Course/IC
Basic Science MACL0012 Mathematics | - Calculus and Linear Algebra 3-1-0 4
Theory 818
Course/IC
Engineering CSPS0079 Programming for Problem Solving 3-0-0 3
. 102
Science Course/IC
Basic Science PSTC6016 Physics for Technologists- Lab 0-0-4 2
829
Course/IC
Lab Engineering CSPL6069 Programming for Problem Solving Lab 0-0-4 1 200
Science Course/IC
Engineering CVED6024 Engineering Graphics and Design 1-0-4 3
. 307
Science Course/IC
Mandator Student Induction Program- Universal Human 0-0-0
v BTUHO0001 ! uct & v . NC
Course/IC Values |
Total Credits 18
SEMESTER II
Basic Science CHECO0027 Engineering Chemistry 3-1-0 4
816
Course/IC
Basic Science MAIN0013 Mathematics II-Multiple Integrals, Numerical 3-1-0 4
Course/IC Methods and Differential Equations 818
Theory Engineering EEBE0038 Basic Electrical Engineering 3-1-0 4
. 331
Science Course/IC
Humanities & Social EGEH0111 English 2-0-0 2
Sciences including 833
Manage- ment/IC
Basic Science CHEC6006 Engineering Chemistry Lab1 0-0-4 1 817
Course
Engineering EEBL6027 Basic Electrical Engineering Laboratory 0-0-2 1
- 414
Science Course/IC
Lab Engineering MNWM6023  |Workshop/Manufacturing Practice 1-0-4 3 631
Science Course/IC
Humanities & Social EGOC6005 Oral Communication Practice Lab 0-0-2 1
Sciences including 835
Management/IC
Total Credits 20
SEMESTER Il
Professional Core |EECA0041 Electrical Circuit Analysis 4
Courses/DC 3-10 333
Professional Core |EEAE0042 Analog Electronics 3-0-0 3
Courses/DC 334
Theory
Professional Core |EEMC0044 Electrical Machines — | 3-0-0 3
337
Courses/DC
Professional Core |EEDE0045 Digital Electronics 3-0-0 3
338
Courses/DC
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Humanities & MTECO0074 Economics for Engineers 2-0-0 2 836
Social Sciences
including
Management/IC
Professional Core |EEAE6028 Analog Electronics Lab 0-0-2 1
414
Courses/DC
Professional Core |EEMC6029 Electrical Machines Lab - | 0-0-2 1
Lab 415
Courses/DC
Professional Core |EEDE6030 Digital Electronics Lab 0-0-2 1
416
Courses/DC
Mandatory EDCIO100 Constitution of India NC
Course/IC
Mandatory CHES0029 Environmental Science NC
815
Course/IC
Internship BTIA8 Internship Activity 3
Mandatory BTUHO0002 Understanding Harmony -Universal Human 0-0-0 NC
Course/IC Values Il
Total Credits 21
SEMESTER IV
Engineering Sciencel MNEEO042 Engineering Mechanics for Electronics and 3-1-0 4
. 588
Course/IC Electricals
Professional Core |EEMS0046 Electrical Machines — I 3-0-0 3
340
Courses/DC
h Professional Core |EEEF0043 Electromagnetic Fields 3-0-0 3 335
Theory Courses/DC
Professional Core |EEPE0047 Power Electronics 3-0-0 3
341
Courses/DC
Basic Sciences MACS0027 Mathematics Ill — Complex Variable, Transform 3-1-0 4 821
Course/IC Calculus and Probability and Statistics
Basic Sciences BOBIOOO1 Biology 2-1-0 3
812
Course/IC
Humanities & Social MTOB0069 Introduction to Organisational Behaviour 2-0-0 2
Sciences including 833
Management/IC
Professional Core |EEMS6031 Electrical Machines — Il Lab 0-0-2 1
417
Lab Courses/DC
a
Professional Core |EEPE6032 Power Electronics Laboratory 0-0-2 1
418
Courses/DC
Total Credits 24
SEMESTER V
Professional Core |EEPS0072 Power Systems -I 3-0-0 3
367
Courses/DC
Professional Core |EECS0073 Control Systems 3-0-0 3
369
Courses/DC
Professional Core |EEMMO0074 Microprocessors and Microcontrollers 3-0-0 3
370
Courses/DC
Theory Professional Core |EESS0075 Signals and Systems 3-0-0 3
371
Courses/DC
Professional EEED0076 Electrical Machine Design/ 2-0-0 2
Elective EEEW0077 Electromagnetic Waves 373/374
Courses/DE
Open Elective EECE0022/ Electronic Devices/Data Structures and 3-0-0 3 330/
Courses/SE/IE EEED0078 Algorithms
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Professional Core |EEMM6042 Microprocessors and Microcontrollers 0-0-2 1
425
Courses/DC Laboratory
Professional Core |EERS6043 Power Systems Laboratory - | 0-0-2 1
Lab 436
Courses/DC
Professional Core |EECS6044 Control Systems Laboratory 0-0-2 1
427
Courses/DC
Project Professional Core |EEMI6045 Mini Project-| 0-0-2 1
428
Courses/DC
Internship BTIP13 Internship Seminar 3 412
Total Credits 24
SEMESTER VI
Professional Core |EEPS0079 Power Systems - || 3-0-0 3
375
Courses/DC
Professional Core |EEMI0080 Measurements and Instrumentation 2-0-0 2
377
Courses/DC
Professional Core |EEED0081 Electronic Design 1-0-0 1
Courses/DC
Humanities & MTPO0106 Production and Operations Management 3-0-0 3
'SomaI.Smences 841
including
Theory Management/IC
Professional EEED0082 Electrical Drives 3-0-0 3 377
Elective EEHV0083 High Voltage Engineering
Courses/DE 378
Professional EEDS0084 Digital Control Systems 3-0-0 3 380
Elective
Courses/DE EEDP0085 Digital Signal Processing 381
Open Elective Embedded Systems(ECE) 3-0-0 3
Courses/SE/IE Numerical Methods and Optimization (MNE)
Professional Core |EEPS6046 Power Systems Laboratory - || 0-0-2 1
429
Courses/DC
Professional Core |EEMI6047 Measurements and Instrumentation Lab 0-0-2 1
Lab 430
Courses/DC
Professional Core |EEED6048 Electronic Design Laboratory 0-0-4 2
430
Courses/DC
Project Professional Core |EEMI6049 Mini Project-I| 0-0-2 1
431
Courses/DC
Total Credits 23
SEMESTER VII
Humanities & MTFC0107  |Financial Management and Accounting 2
So<?|al Safences 840
including
Management/IC
Professional Core EEAD0093 |Analog and digital Communications 3
386
Courses/DC
Professional EESP0094 Power System Protection 3 387
Elective EEREO095 Renewable Energy Systems
Courses/DE 388
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Open Elective Power Plant Engineering(MNE) 3
Courses/SE/IE Introduction to Artificial Intelligence and
Machine Learning (ECE)
ICT for development (CSE)
E commerce and cyber security (CSE)
Metro Systems Engineering(CVE)
Remote sensing and GIS (CVE)
Professional Core |EEIT6052 Industrial Training 3
Courses/DC
Professional Core |EEMP6053 Major Project Phase-| 1
Courses/DC 433
Total Credits 18
SEMESTER Vil
Theory |Professional EEPQO096 |Power Quality and FACTS 3 389
Elective Courses/DE EESD0116 [Power System Dynamics and Control 411
Professional EEISO097  |Industrial Electrical Systems 3 391
Elective Courses/DE| EECA0098 |Electrical Energy Conservation and Auditing 392
Open Elective Internet of things (ECE) 3
Courses/SE/IE Bioinformatics (ECE)
Cloud computing (CSE)
Business Analytics (CSE)
Robotics and Automation (MNE)
Numerical Methods and Optimization (MNE)
Project |Professional Core EEMP6054 |Major Project Phase Il and Viva Voce 3
434
Courses/DC
Total Credits 12
Total Programme Credits 160
OPEN ELECTIVES- BTECH (EEE)
Semester V
Type Type of Course/ Course Course Title L-T-P | Credits Page
Category Code
EEELO096 Electrical Machines 412
. (L-T-P is different from “Electrical
Open Elective Courses/ . . ” 3-0-0
Theory SE/IE Machmes. (minor)” offered for 3
BTECH Minor)
EEWEO0092 Waste to Energy 3-0-0 384
Semester VI
Type Type of Course/ Course Course Title L-T-P Credits Page
Category Code
Open Elective Courses/ EEODO0099 Optoelectronic Devices 394
Theory - - - 3-0-0 3
SE/IE EEELO100 Electrical and Electronics Materials 395
Semester Vil
Type Type of Course/ Course Course Title L-T-P Credits Page
Category Code
Open Elective Courses EESS0075 Signals and Systems
Theory SEp/IE / EEOT0101 Of)timizationyTechniques 3-0-0 3 397
Semester VIII
Type Type of Course/ Course Course Title L-T-P Credits Page
Category Code
Theory ?Ep/TE Elective Courses/ EEGE0102 Green Energy 3-0-0 3 398
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Total Credits

12

BTECH (HONOURS) — ELECTRICAL AND ELECTRONICS ENGINEERING

COURSE STRUCTURE

For B.Tech. (Honors) in EEE, students will have to earn extra 18 Credits in addition to the regular BTECH courses.

There are two domains for BTECH (Honors) in EEE for a student to opt for.

In each domain, courses for 12 credits will be taught in the physical classroom and 6 credits will be earned from
NPTEL/SWAYAM courses in self-learning mode

Sl. | Domain Course Courses L-T-P Credit | Semester | Page
No. Code
1 Power EEPD0103 Energy Efficiency in Electrical 4-0-0 4 4 399
Systems Utilities
2 EEED0104 Electrical Distribution System 4-0-0 4 5 400
Analysis
3 Ongoing NPTEL/SWAYAM 4-0-0 3 6
courses
4 Ongoing NPTEL/SWAYAM 4-0-0 3 7
courses
5 EEDMO0105 DC Microgrid 4-0-0 4 8 402
Total Credits 18
1 Control EEPO0106 Practical Applications of Op-Amp 4-0-0 4 4 403
2 Systems Ongoing NPTEL/SWAYAM 4-0-0 3 5
courses
3 Ongoing NPTEL/SWAYAM 4-0-0 3 6
courses
4 EESD0107 Sensors and Transducers 4-0-0 4 405
EEPI0108 Process Control and 4-0-0 4 406
Instrumentation
Total Credits 18

BTECH (MINOR) — ELECTRICAL AND ELECTRONICS ENGINEERING

COURSE STRUCTURE

For BTECH Minor in EEE, a student must earn a minimum of 18 credits in addition to the regular BTECH courses, by

choosing a combination of courses from the list below:

Semester Il
Type Type of Course/ Course Course Title L-T-P | Credits | Page
Category Code
EEEMO0109 | Electrical Machines (Minor) 3-0-0 407
Theory EEEWO0110 | Electrical Wiring 2-0-2 3 408
Semester IV
Type Type of Course/ Course Course Title L-T-P | Credits | Page
Category Code
EEMIO080 | Measurements and Instrumentation 2-0-2 377
Theory EEELO100 Electrical and Electronics Materials 3-0-0 3 395
Semester V
Type | Type of Course/ | Course Course Title | L-T-P | Credits | Page
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Category Code
EEAEO0042 | Analog Electronics 334
Theory EECS0073 Controls System 3-0-0 3 369
EEWEQ0092 | Waste to Energy 384
Semester VI
Type Type of Course/ Course Course Title L-T-P | Credits | Page
Category Code
EEOD0099 | Optoelectronic Devices 394
Theory EEBCO111 | Basic Communication Systems 3-0-0 3 409
Semester VII
Type Type of Course/ Course Course Title L-T-P | Credits | Page
Category Code
Theory EEPS0072 Power System§-l 3.0-0 3 367
EEEDO078 | Electronic Devices 330
Semester VI
Type Type of Course/ Course Course Title L-T-P | Credits | Page
Category Code
EEISO097 Industrial Electrical Systems 391
Theory EECA0098 | Electrical Energy Conservation and 3-0-0 3 392
Auditing
Total Credits 18
VALUE ADDED COURSES BY EEE
Semester Course Course Title L-T-P Credits Page
Code
6 EEARO112 Introduction to Arduino and Raspberry Pi 0-1-2 2 435
7 EEALO113 AutoCAD Electrical 0-1-2 2 434
7 EEELO114 Electrical Wiring 0-1-2 2 436
8 EEPY0115 Python for Electrical Engineering 0-1-2 2 437
MASTER OF TECHNOLOGY (MTECH)
ELECTRICAL AND ELECTRONICS ENGINEERING
SEMESTER |
Course Course .
Type Type/Category | code Course Name L-T-P Credits Page
Specialization: Power Systems
Corel EESA0048 Power System Analysis 3-0-0 3 342
Core 2 EESD0049 Power System Dynamics-I 3-0-0 3 343
Core ECRM0042 Research Methodology and IPR 2-0-0 2 446
Programme EEHPOO50 High Power Converters 3-0-0 3 345
Theory | Specific EEWS0051 Wind and Solar Systems 346
Elective |
Programme EEPD0052 Electrical Power Distribution System 3-0-0 3 347
Specific EEMMO0053 | Mathematical Methods for Power Engineering 348
Elective Il
Labl EESS6033 Power System Steady State Analysis Lab 0-0-4 2 419
Lab Lab2 EERE6034 Renewable Energy Lab 0-0-4 2 420
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Specialization: Control Systems
Core 1 EEMC0054 Mathematical Methods in Control 3-0-0 3 349
Core 2 EENSO055 Non-Linear Systems 3-0-0 3 350
Core ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Programme Robotics and Automation
Theory Specific EECLO056 Digital Control 3-0-0 3 351
Elective |
EENC0057 Non-Linear Control 352
Programme Systems Biology
Specific EESC0058 | SCADA system and Applications 3.0-0 3 353
Elective Il
EEDA0059 Design Aspects in Control 354
Lab1l EECT6035 Control Lab 1 0-0-4 5 421
Lab
Lab 2 EECL6036 Control Lab 2 0-0-4 2 421
Audit Audit 1 EGRWO0015 English for Research Paper Writing 2-0-0 0 832
Total Credits 16-0-8 18
SEMESTER Il
Specialization: Power Systems
Core 3 EEDP0060 Digital Protection of Power System 3-0-0 3 355
Core 4 EEPD0061 Power System Dynamics-I| 3-0-0 3 356
Programme EERP0062 Restructured Power Systems 3-0-0 3 357
Theory | Specific EEAS0063 | Advanced Digital Signal Processing 358
Elective lll
Programme EEAS0064 Power System Transients 3-0-0 3 359
Specific EEFC0065 FACTS and Custom Power Devices 361
Elective IV
Lab3 EEPL6037 Power System Protection Lab 0-0-4 2 422
Lab Lab4 EEPA6038 Power Electronics Applications to 0-0-4 2 13
Power Systems Lab
Specialization: Control Systems
Core 3 EEOC0066 Optimal Control Theory 3-0-0 3 362
Core 4 EESFO067 Stochastic Filtering and Identification 3-0-0 3 363
Programme EECS0068 Advance Control System 3-0-0 3 364
Specific EEALO069 Adaptive Learning and Control 365
Theory Elective lll
Programme EEMRO070 Model Reduction in Control 3-0-0 3 366
Specific EERC0071 Robust Control 367
Elective IV
Networked and Multi agent Control Systems
Advanced DSP
Lab3 EEAL6039 Advanced Control Lab 1 0-0-4 2 424
Lab
Lab4 EEAC6040 Advanced Control Lab 2 0-0-4 2 424
Project EEMP6041 Mini Project 0-0-4 2 425
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Audit Audit 2 EDCIO100 Constitution of India 0-0-4 2
(MOOCs)
Total Credits 14-0-12 18
SEMESTER IlI
Specialization: Power Systems
EESC0058 SCADA system and Applications 3-0-0 3
Prog. Specific EEMC0087 | Advanced Micro-Controller Based Systems 3-0-0 3 382
Elective V
EEPQO0088 Power Quality 383
Specialization: Control Systems
Prog. Specific EEMDO0089 Modeling and Control of Distributed parameter 3-0-0 3
Elective V system
EESC0090 Stochastic Control
Theory
EECMO0091 Computational Methods
Open EEWEO0091 1. Business Analytics 3-0-0 3
Elective 2. Industrial Safety
3. Operations Research 384
4. Cost Management of Engineering Projects
5. Composite Materials
6. Waste to Energy (OFFERED BY EEE)
Project | Dissertation EEDI6050 Dissertation Phase — | 0-0-20 10 432
Total Credits 6-0-20 16
SEMESTER IV
Specialization: Power Systems
Dissertation | EEDI6051 | Dissertation Phase - Ii 0032 | 16
Project .
Specialization: Control Systems
0-0-32

Dissertation ‘ EEDI6051 ‘ Dissertation Phase — Il

‘16
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DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

BACHELOR OF TECHNOLOGY
SEMESTER |
Type ‘gi):g%f;ourse/ Course Code Course Name L-T-P Credits Page
Basic Science PSPT0038 Physics for Technologists 3-1-0 4 825
Course/IC
Theory Basic Science MACL0012 Mathematics | - Calculus and Linear Algebra 3-1-0 4 818
Course/IC
Engineering CSPS0079 Programming for Problem Solving 3-0-0 3 102
Science Course/IC
Basic Science PSTC6016 Physics for Technologists- Lab 0-0-4 2 829
Course/IC
Lab Engineering CSPL6069 Programming for Problem Solving Lab 0-0-4 2 200
Science Course/IC
Engineering CVED6024 Engineering Graphics and Design 1-0-4 3 307
Science Course/IC
BTUHO001 Student Induction Program- Universal Human
Values |
Total Credits 18
SEMESTER Il
Basic Science CHECO0027 Engineering Chemistry 3-1-0 4
Course/IC 816
Basic Science MAINO0013 Mathematics II-Multiple Integrals, Numerical 3-1-0 4 318
Course/IC Methods and Differential Equations
Theory En.gineering EEBE0038 Basic Electrical Engineering 3-1-0 4 331
Science Course/IC
Humanities & EGEHO111 English 2-0-0 2
Social Sciences 333
including
Management/IC
Basic Science CHCE6006 Engineering Chemistry Labl 0-0-4 1 817
Course/IC
Engineering EEBL6027 Basic Electrical Engineering Laboratory 0-0-2 1 414
Science Course/IC
Lab Engineering MNWM®6023  (Workshop/Manufacturing Practice 1-0-4 3 631
Science Course/IC
Humanities & EGOC6005 Oral Communication Practice Lab 0-0-2 1
Social Sciences 835
including
Management/IC
Total Credits 20
SEMESTER Il
Professional Core |ECED0043 Electronic Devices 3-0-0 3
Course /DC 447
Professional ECSS0044 Signal and Systems 2-1-0 3
Elective courses/ 448
DE
Theory Professional Core |ECNT0045 Network Theory 2-1-0 3 449
Course/DC
Professional Core |ECDS0046 Digital System Design 3-0-0 3 450
Course/DC
Basic Sciences MATC0026 Mathematics Ill- Transform Calculus, Complex 2-1-0 3 81
Course /SC Variable and Probability and Statistics
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Humanities and MTECO0074 Economics for Engineers 2-0-0 2
Social Science 836
Course /IC
Mandatory CHES0029 Environmental Science 0-0-0 NC
815
Course/IC
Professional Core |ECED6034 Electronic Devices Lab 0-0-2 1
552
Lab Course /DC
a
Professional Core |ECDS6035 Digital System Design Lab 0-0-2 1
553
Course /DC
Internship BTIA8 Internship Activity 3
Mandatory BTUHO0002 Understanding Harmony -Universal Human 0-0-3 3
Course/IC Values Il
Total Credits 25
SEMESTER IV
Professional Core |ECAC0047 Analog Circuits 3-0-0 3
451
Course /DC
Professional Core |ECELO048 Electronic Measurements 3-0-0 3
453
Course /DC
Basic Science BOBIO001 Biology 2-1-0 3
812
Course /IC
Theory |Professional Core |ECDP0049 Digital Signal Processing 2-1-0 3 454
Course /DC
Engineering MNEEO042 Engineering Mechanics for Electronics and 3-1-0 4
. . 588
Science Course /IC Electricals
Humanities and MTOB0069 Introduction to 2-0-0 2
Social Organisational Behaviour 833
Science Course /IC
Professional Core |ECAC6036 Analog Circuits Lab 0-0-2 1
554
Course /DC
Professional Core |ECEL6037 Electronic measurements 0-0-2 1 554
Lab Course /DC Lab
Professional Core |ECDP6038 Digital Signal Processing 0-0-2 1 se5
Course /DC Lab
Mandatory EDCI0200 Constitution of India 2-0-0 NC
Course/IC
Total Credits 21
SEMESTER V
Professional Core |ECAC0081 Analog and Digital Communication 3-0-0 3
493
Course /DC
Professional Core |ECMMO0082 Microprocessor and Microcontroller 3-0-0 3
494
Course /DC
Professional Core |ECCA0083 Computer Architecture 3-0-0 3
495
Course /DC
Theory Professional Core |ECPS0084 Probability Theory and Stochastic Processes 3-0-0 3 496
Course /DC
Professional ECPE0085 Power Electronics 3-0-0 3 497
Elective Course /DE|ECBE0086 Biomedical Electronics 499
ECSS0087 Speech Signal Processing 500
Open Elective ECNTO088 Nanotechnology 3-0-0 3
501
Course/SE
Professional Core |ECAC6052 Analog and Digital Communication Lab 0-0-2 1
Lab 564
Course /DC
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Professional Core |ECMM6053 Microprocessor and Microcontroller Lab 0-0-2 1 564
Course /DC
Professional Core |ECMI6054 Mini Project 0-0-2 1 565
Course /DC
Internship BTIP13 Internship Seminar 0-0-0 3
Total Credits 24
SEMESTER VI
Professional Core |ECCS0089 Control System 3-0-0 3 502
Course /DC
Professional Core |ECNT0090 Computer Networks 3-0-0 3 503
Course /DC
Professional Core |[ECEW0091 Electromagnetic Waves 3-0-0 3 504
Course /DC
Professional ECCD0092 CMOS Design 3-0-0 3 505
Theory Elective Course/DE |ECNE0093 Nanoelectronics 506
ECICO094 Information Theory and Coding 507
Open Elective ECRB0095 Robotics 3-0-0 3 508
Course/IE
Open Elective ECES0128 Embedded Systems 518
Course/IE
Humanities and MTPO0106 Production and 3-0-0 3
Social Operations Management 841
Science Course /IC
Professional Core |ECEW6057 Electromagnetic Waves 0-0-2 1 566
b Course /DC Lab
a Professional Core |ECNT6058 Computer Networks Lab 0-0-2 1 566
Course /DC
Internship BTIP15 Industrial Training 0-0-0 0
Total Credits 20
SEMESTER VI
Professional Core |ECWP0102 Antennas and Wave 3-0-0 3
Course /DC Propagation / 520
Wavelets
Professional ECES0103 Embedded Systems/ 3-0-0 3 521/521
Elective Course /DE|ECMN0104 Mobile Communication and Networks
Professional ECWN105 Wireless Sensor Network 3-0-0 3
Theory Elective Course/DE |ECSC0106 Satellite Communication ! 525/524
Open Elective ECAMO0107 Introduction to Artificial Intelligence and 3-0-0 3
Course/IC Machine Learning °%5
Humanities and MTFC0107 Financial Management and Accounting 2-0-0 2
Social 840
Science Course/IC
Internship ECPR6061 Project-I 0-0-2 1 568
ECTS6062 Training Seminar 0-0-0 4 568
Total Credits 20
SEMESTER VIII
Theory  |Professional ECOC0108 Fiber Optic Communication / 3-0-0 3 526/527
Elective Course/DE |[ECAS0109 Adaptive Signal Processing
Professional ECMTO0110 Microwave Theory & Technique / Digital Image 3-0-0 3
Elective Course /DE [ECDV0111 and Video Processing/ Mixed Signal Design 528/530
Open Elective ECITO112 Internet of Things 3-0-0 3 531

Course/IE
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Open Elective ECBIO113 Bioinformatics 3-0-0 3 532
courses/IE
Internship |Professional Core |ECPR6063 Project-II 0-0-9 3 568
Course /DC
Mandatory Essence of Indian NC
Course/IC Traditional Knowledge
Total Credits 15
Total Programme Credits 163
LIST OF OPEN ELECTIVES
SEMESTER V
Type of Course/ .
Type Course Code Course Name L-T-P Credits | Page
Category
(6] Electi ECNTO088 3-0-0 3
Theory pen Elective Nanotechnology 501
Course/SE
SEMESTER VI
Open Elective ECRB0095 Robotics 3-0-0 3
508
Theor Course/IE
v Open Elective Embedded Systems 518
Course/IE ECES0128
SEMESTER VII
Open Elective ECAMO0107 |Introduction to Artificial Intelligence and 3-0-0 3
Theory . ) 525
Course/IC Machine Learning
SEMESTER VilII
Theory Open Elective ECITO112  (Internet of Things 3-0-0 3 531
Course/IE
Open Elective ECBIO113 Bioinformatics 3-0-0 3
532
courses/IE
LIST OF VALUE ADDED COURSES
SPRING
T f
Type ype of Course/ Course Code Course Name L-T-P Credits | Page
Category
Value A ic Di -0-
Theory alue Added ECES6064 Electronic Display System 2-0-0 2 533
Course/DE
AUTUMN
Value Added ECNA6065 Nanotechnology and Applications 2-0-0 2
Theory Course/DE 533
LIST OF HONORS COURSES (IOT AND SENSOR TECHNOLOGY)
SEMESTER IV
Type Type of Course/ Course Code Course Name L-T-P Credits | Page
Category
Professi IC ECST0114 3-1-0 4
Theory rofessional Core Sensor Technology 534
Course/DC
SEMESTER V
Professional Core [ECBA0115 loT Basics & Architecture 3-1-0 4
Theory 535
Course/DC

SEMESTER VI
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Theory Professional Core | ECWT0116 Web Technology 3-1-0 4 536
Course/DC
SEMESTER VII
Theory Professional Core ECMLO117 |Machine Learning 3-1-0 4 538
Course/DC
SEMESTER VilII
Theory Professional Core ECET0118 |Embedded Systems and IOT 3-1-0 4 539
Course/DC
LIST OF HONORS COURSES (SIGNAL PROCESSING AND VLSI)
SEMESTER IV
Type Type of Course/ Course Code Course Name L-T-P Credits | Page
Category
Professional C i -1-
Theory rofessional Core |[ECVDO0096 VLS| Designh Technology 3-1-0 4 517
Course/DC
SEMESTER V
Theory Professional Core [ECSV0119 Signal Processing for VLSI 3-1-0 4 540
Course/DC
SEMESTER VI
Theory Professional Core EDDS0120 |Advance DSP 3-1-0 4 541
Course/DC
SEMESTER VII
Theory Professional Core ECMLO117 [Machine Learning 3-1-0 4 c38
Course/DC
SEMESTER VIl
Theory Professional Core ECCV0121 |Fundamentals of Computer Vision 3-1-0 4 543
Course/DC
LIST OF MINOR COURSES (ELECTRONICS AND COMMUNICATION)
SEMESTER IV
Type of Course/ .
Type Course Code Course Name L-T-P Credits | Page
Category
Professional ECDC0122 Digital Circuits 3-1-0 4
Theory Elective Course/SE >44
SEMESTER V
Professional ECSC0123 Semiconductor Devices and Circuits 3-1-0 4
Theory . 546
Elective Course/SE
SEMESTER VI
Th Professional ECFC0124 Fundamentals of Analog Electronic Circuit/ 3-1-0 4 547
eory Elective Course/SE Principles of Communication
SEMESTER VII
Theory Professional ECIM0125 Introduction to Microprocessor and 3-1-0 4 548
Elective Course/SE Microcontroller
SEMESTER VIII
Theory Professional ECIC0126  |Semiconductor IC Technology/ Microelectronics:|  3-1-0 4 550/551
Elective Course/SE ECMCO0127 |Devices to Circuits
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MASTER OF TECHNOLOGY (MTECH)
ELECTRONICS AND COMMUNICATION ENGINEERING

COURSE STRUCTURE

SEMESTER |
Course .
Type Type/Category Course Code |Course Name L-T-P Credits Page
Specialization: Power Systems
Core 1 ECAPO053 Advanced Digital Signal Processing 3-0-0 3 458
Core 2 ECDV0054 Digital Image and Video Processing 3-0-0 3 460
Core ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Prog. Specific ECAU0055 Audio Processing 3-0-0 3 461
Theory |Electivel ECCV0056 Computer Vision 462
ECAA0057 Advanced Computer Architecture 464
Prog. Specific ECSI0058 Statistical Information Processing 3-0-0 3 465
Elective Il ECVD0059 Voice and Data Networks 466
ECVC0060 Audio Video Coding & Compression 468
Lab Labl ECAP6041 Advanced Digital Signal Processing Lab 0-0-4 2 557
Lab2 ECDV6042 Digital Image and Video Processing Lab 0-0-4 2 558
Specialization: Communications
Core 1l ECAPO053 Advanced Digital Signal Processing 3-0-0 3 458
Core 2 ECWMO0061 |Wireless and Mobile Communication 3-0-0 3 469
Core ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Prog. Specific ECSC0062 Satellite Communication 470
Theory |Elective | ECWNO0063  |Wireless Sensor Networks 3-0-0 3 472
ECONO0064 Optical Networks 473
Prog. Speciﬁc ECCR0065 Cognitive Radio 474
Elective Il ECSIO058 Statistical Information Processing 3-0-0 3 465
ECRC0066 RF and Microwave Circuit Design 475
Labl ECAP6041 Advanced Digital Signal Processing Lab 0-0-4 2 557
Lab Lab 2 ECWM6043 |Wireless and Mobile Communication Lab 558
Specialization: Embedded System
Core 1 ECAP0053 Advanced Digital Signal Processing 3-0-0 3 458
Core 2 ECMA0067 Microcontroller and Applications 3-0-0 3 477
Core ECRMO0042 Research Methodology and IPR 2-0-0 2 446
Theory |Prog. Specific ECPP0O068 Parallel Processing 3-0-0 3 478
Elective | ECAA0057 Advanced Computer Architecture 464
Prog. Specific ECWMO0061 |Wireless and Mobile Communication 3-0-0 3 558
Elective Il ECDV0054 Digital Image and Video Processing 460
Labl ECAP6041 Advanced Digital Signal Processing Lab 0-0-4 2 557
Lab Lab2 ECMA6044 Microcontroller and Applications Lab 0-0-4 2 559
Audit Audit 1 EGRWO0015 English for Research Paper Writing 2-0-0 2 832
Total Credits 16-0-8 18
SEMESTER I1
Specialization: Signal Processing
Core 3 ECPMO0069 Pattern Recognition and Machine Learning 3-0-0 3 479
Core 4 ECDE0070 Detection and Estimation Theory 3-0-0 3 480
Theory Prog. Specific ECIA0071 I0T and Applications 3-0-0 3 481
Elective Il ECDD0072 Digital Design and Verification 482
Prog. Specific ECBS0073 Biomedical Signal Processing 3-0-0 3 484
Elective IV ECDS0074 DSP Architecture 485
Lab Lab3 ECPM6045 Pattern Recognition and Machine Learning Lab 0-0-4 2 559
Lab4 ECDE6046 Detection and Estimation Theory Lab 0-0-4 2 560
Specialization: Communications
Theory |Core 3 ECRS0075 |Antennas and Radiating Systems 3-0-0 | 3 | 486
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Core 4 ECCNO076 Advanced Communication Networks 3-0-0 3 487
Prog. Specific ECDS0074 DSP Architecture 3-0-0 3 485
Elective Ill ECIA0071 I0T and Applications 481
Prog. Specific ECPMO0069 Pattern Recognition and Machine Learning 3-0-0 3 479
Elective IV ECMS0077 MIMO System 489
b Lab3 ECRS6047 Antennas and Radiating Systems lab 0-0-4 2 560
La Lab4 ECCN6048 Advanced Communication Networks Lab 0-0-4 2 561
Specialization: Embedded System
Theory |Core3 ECDS0074 DSP Architecture 3-0-0 3 485
Core 4 ECSA0078 Embedded System and Applications 3-0-0 3 490
Prog. Specific ECDD0072 Digital Design and Verification 3-0-0 3 482
Elective IlI ECIA0071 I0T and Applications 481
Prog. Specific ECMTO0079 Memory Technologies 3-0-0 3 491
Elective IV ECBS0080 Communication Buses and Interfaces 492
Lab Lab3 ECDS6049 DSP Architecture lab 0-0-4 2 562
Lab4 ECSA6050 Embedded System and Applications Lab 0-0-4 2 563
Project ECMI6051 Mini Project 0-0-4 2 563
Audit Audit 2 (MOOCs) |EDCI0100 Constitution of India 2-0-0 0
Total Credits 14-0-12 18
SEMESTER Il
Specialization: Signal Processing
Prog. Specific ECAIO096 Artificial Intelligence 3-0-0 3 509
Elective V ECOT0097 Optimization Techniques 511
ECRS0098 Remote Sensing 512
Specialization: Communications
Prog. Specific ECAIO096 Artificial Intelligence 3-0-0 3 509
Theory Elective V ECOT0097 Optimization Techniques 511
ECRS0098 Remote Sensing 512
Specialization: Embedded System
Prog. Specific ECAI0096 Artificial Intelligence 3-0-0 3 509
Elective V ECNNO0099 Nanotechnology and Nanoelectronics 513
ECSD0100 SoC Design 515
Open Elective ECCMO0101 Composite Materials 3-0-0 3 516
Project |Dissertation ECDI6059 Dissertation Phase — | 0-0-20 10 567
Total Credits 6-0-20 26
SEMESTER IV
Specialization: Signal Processing
Dissertation [ECDI6060  |Dissertation Phase - Il 0-0-32 16 567
Theory Specialization: Control Systems
Dissertation [ECDI6060  [Dissertation Phase — Il 0-0-32 16 567
Specialization: Embedded System
Dissertation [ECDI6060  |Dissertation Phase - Il 0-0-32 16 567
Total Credits 0-0-32 16
LIST OF OPEN ELECTIVES
SEMESTER Il
Type of Course/ .
Type Course Code Course Name L-T-P Credits | Page
Category
Theory Open Elective ECCMO0101 Composite Materials 3-0-0 3 516
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DEPARTMENT OF MECHANICAL ENGINEERING
BACHELOR OF TECHNOLOGY (BTECH)-MECHANICAL ENGINEERING
COURSE STRUCTURE
SEMESTER |
Type Type of Course/ Course Code Course Name L-T-P Credits | Page
Category
Basic Science Course/IC |[CHCE0027 Engineering Chemistry 3-1-0 4 816
Theor Basic Science Course/IC |MACL0012 Mathematics | - Calculus and Linear Algebra 3-1-0 4 818
Engineering Science EEBEO038 Basic Electrical Engineering 3-1-0 4
Course/IC 331
Basic Science Course CHCE6007 Engineering Chemistry Lab 0-0-2 817
Engineering EEBL6027 Basic Electrical Engineering Laboratory 0-0-2
Lab Science Course/IC 414
Engineering MNWM6023 Workshop/Manufacturing Practice 1-0-4 3 631
Science Course/IC
Mandatory BTUH0001 Student Induction Program- Universal Human 0-0-0 NC
Course/IC Values |
Total Credits 18
SEMESTER Il
Basic Science Course/IC |PSET0040 Engineering Physics: Electromagnetic Theory 3-1-0 4 827
Basic Science Course/IC |[MAINO013 Mathematics ll-Multiple Integrals, Numerical 3-1-0 4 318
Methods and Differential Equations
Theory Engineering Science CSPS0079 Programming for Problem Solving 3-0-0 3 102
Course/IC
Humanities & Social EGEHO111 English 2-0-0 2
Sciences including 833
Management/IC
Basic Science Course/IC |PSEG6017 Physics Lab for Engineers 0-0-2 1 829
Engineering Science CVED6024 Engineering Graphics and Design 1-0-4 3 307
Course/IC
Lab Humanities & Social EGOC6005 Oral Communication 0-0-2 1
Sciences including Practice Lab 835
Management/IC
Engineering Science CSPL6069 Programming for Problem Solving Lab 0-0-4 2 200
Course/IC
Mandatory EDCIO100 Constitution of India 0-0-0 NC
Course/IC
Total Credits 20
SEMESTER Il
Basic Science course/IC PSWO00052 |Engineering Physics: Waves and Optics 3-0-1 4 828
Basic Science course/IC MACP0029  |Engineering Mathematics Ill-Complex Variables, | 3-1-0 4
PDE and Probability and statistics 823
Basic Science course/IC BOBE0002 Biology for Engineering 3-0-0 3 813
Engineering ECEE0052 Basic Electronics Engineering 3-1-0 4
Theory|Science Course/IC 7
Engineering Science MNEMO0034 |Engineering Mechanics 3-1-0 4
572
Course/IC
Professional core MNBTO0035 |Basic Thermodynamics 3-1-0 4
course/DC 375
Audit Course MNMD6024 |Machine Drawing Lab 0-0-2 NC 633
Internship BTIP14 Internship Programme 2
Mandatory Course BTUH0002 Understanding Harmony -Universal Human 3- 3
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Values Il 0-0
Total Credits 28
SEMESTER IV
Professional core MNAPQ036 |Applied Thermodynamics 3-1-0 4 577
course/DC
Professional core MNFMO0037 |Fluid Mechanics 3-1-0 4
579
course/DC
Professional core MNSMO0038 |Strength of Materials 3-1-0 4 581
Theory course/DC
Engineering MNSE0039 |Materials Science and Engineering 3-0-0 3
Science Course/IC >82
Professional core MNIC0040 |Instrumentation and Control 3-0-0 3
584
course/DC
Mandatory Course CHES0029 [Environmental Science 0-0-0 NC 815
MNMF6025 [Mechanical Engineering Lab1: Materials and 0-0-4 2
Manufacturing Lab 634
Lab Mandatory EDCIO100 | Constitution of India 0-0-0 NC
Course/IC
Total Credits 20
SEMESTER V
Professional core MNHTO0041 |Heat Transfer 3-1-0 4
590
course/DC
Professional core MNDMO0042 |Design of Machine Elements 3-1-0 4 592
course/DC
Theory |Professional core MNMP0043 |Manufacturing Processes 3-1-0 4 504
course/DC
Professional core MNKT0044  |Kinematics & Theory of Machine 3-1-0 4 596
course/DC
Humanities MTEEQ104 Economics for Engineers 3-0-0 3 838
Professional core MNFT6026 Mechanical Engineering Lab2: Fluid and Thermal 0-0-4 2
course/DC
Lab MNMI6027  [Mini Project 0-0-2 636
Internship BTIP13 Internship Seminar
Mandatory MNSL0200 Service Learning NC
Course/IC 639
Total Credits 25
SEMESTER VI
Professional core MNMTO0045 [Manufacturing Technology 4-0-0 4 597
course/DC
Professional core MNDDOQ046 |Machine Design and Dynamics 3-1-0 4 599
course/DC
Professional Elective MNHMO0047 |a) Hydraulic Machines 3-0-0 3 601
) Courses |/DE MNMPO0048 |b) Advance Manufacturing Processes 603
Theor
Y Professional Elective MNCMO0049 |a) Composite Materials 3-0-0 3 605
Courses II/DE MNIC0050 |b) Internal Combustion Engines 606
Open Elective Humanities| MTPO0106 |Production and Operation Management 3-0-0 3
and Social Sciences 841
including Management
courses/IC
Lab Professional core MNDS6028 |Mechanical Engineering Lab3: Design 0-0-4 2 637
course/DC
Value Added Course MNRF6031 |Royal Enfield Freshers Course NC 641
Total Credits 19
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SEMESTER VII
Professional core MNAMOO051 |Automation in Manufacturing 3-0-0 3 608
course/DC
Professional MNRCO0052 |a) Refrigeration and Air Conditioning 3-0-0 3 609
Elective courses IlI/DE MNSEO0053 |b) Non-conventional Energy Systems 610
MNSNO0O054 |c) Solid Mechanics 613
Theory
Professional Elective MNEROO55 |a) Energy Conservation and Waste Heat Recovery| 3-0-0 3 614
courses IV/DE MNAEQ056 |b) Automobile Engineering 615
Open Elective courses/IE | MNPEOO57 |a) Power Plant Engineering 3-0-0 3 617
MNQMO0058 |b) Total Quality Management 619
Project |Professional core MNMP6029 |Major Project Phase | 0-0-2 2 638
course/DC
Internship MNIT6030 |Industrial Training 3
Total Credits 17
SEMESTER VilII
Professional MNCAO0059 |a) Computer Aided Design and Manufacturing 3-0-0 3 620
Elective courses V /DE MNSGO0060 |b) Surface Engineering 622
Professional MNWTO0061 |a) Welding Technology 3-0-0 3 624
Elective courses VI / MNGTO0062 |b) Gas Turbines and Jet Propulsion 626
DE
Open MNMOO0063 [Numerical Methods and Optimization 3-0-0 3 628
Elective courses/IE
Open MNRAQ064 |Robotics and Automation 3-0-0 3 629
Elective courses/IE
Project Professional core MNMP6031 |Major Project Phase Il and Viva 0-0-8 4 639
course/DC
Mandatory Essence of Indian Traditional Knowledge NC
Course/IC
Total Credits 16
Total Programme Credits 163
LIST OF OPEN ELECTIVES- MECHANICAL ENGINEERING
SEMESTER VII
Type of Course/ .
Type Course Code Course Name L-T-P Credits | Page
Category
Theory Open Elective Course/SE MNPEOO57 Power Plant Engineering 3-0-0 3 617
Open Elective Course/SE MNQMO0058 | Total Quality Management 3-0-0 3 619
SEMESTER VIII
Open Elective Course/IE [MNMOO0063 Numerical Methods and Optimization 3-0-0 3 628
Theor
v Open Elective Course/IE |MNRAOO64 Robotics and Automation 3-0-0 3 629
LIST OF VALUE ADDED COURSES- MECHANICAL ENGINEERING
SEMESTER VI
Type Type of Course/ Course Code Course Name L-T-P Credits | Page
Category
Theory Value Added Course/DE |MNRF6032 Royal Enfield Freshers Course 2-0-0 2 641
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DEPARTMENT OF COMPUTER APPLICATIONS
BACHELOR OF COMPUTER APPLICATIONS (BCA)

SEMESTER |
. Credits Page
Type of Course Course Code Course Title LT-P
Core Course 1 (Theory) CACP0058 Computer Programming in C Language 4-0-0 692
Core Course 1 (Lab) CACP6008 Computer Programming in C Language Lab 0-0-2 700
Core Course 2 (Theory) CALD0001 Digital Logic Design 4-0-0 647
Core Course 2 (Lab) CADL6002 Digital Logic Design Lab 0-0-2 697
Ability Enhancement . L 382
EGEC0107 English Communication 2-0-0
compulsory Course 1
Generic Elective Course 1 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 1 (Lab) 0-0-2
Total Credits 20
SEMESTER I1
Core Course 3 (Theory) CADS0011 Data Structures Using C 4-0-0 651
Core Course 3 (Lab) CADS6009 Data Structures Using C Lab 0-0-2 700
Core Course 4 (Theory) CAOA0007 Computer Organization and Architecture 4-0-0 649
Core Course 4 (Lab) CAOA6006 Computer Organization and Architecture Lab 0-0-2 698
Ability Enhancement . .
compulsory Course 2 CHES0002 Environmental Studies 2-0-0
Generic Elective Course 2 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 2 (Lab) 0-0-2
Mandatory CASL0200 Service Learning NC 717
Mandatory EDCI0200 Constitution of India NC
Total Credits 20
SEMESTER IlI
Core Course 5 (Theory) CAOS0025 Introduction to Operating Systems 4-0-0 662
Core Course 5 (Lab) CAOS6020 Introduction to Operating Systems Lab 0-0-2 706
Core Course 6 (Theory) CANWO0074 Computer Networks Fundamentals 4-0-0
Core Course 6 (Lab) CANW6010 Computer Networks Fundamentals Lab 0-0-2 702
Core Course 7 (Theory) CAWTO0013 Web Technologies 4-0-0 652
Core Course 7 (Lab) CAWT6011 \Web Technologies Lab 0-0-2 703
Skill Enhancement Course 1~ [CAMDO0060 MEAN Stack Web Development 1-0-1
Generic Elective Course 3 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 3 (Lab) 0-0-2
Total Credits 26
SEMESTER IV
Core Course 8 (Theory) CADB0028 Relational Database Management Systems 4-0-0 663
Core Course 8 (Lab) CADB6022 Relational Database Management Systems Lab 0-0-2 707
Core Course 9 (Theory) CASE0029 Basic Software Engineering 4-0-0 664
Core Course 9 (Lab) CASE6023 Basic Software Engineering Lab 0-0-2 708
Core Course 10 (Theory) CAIJ0038 Introduction to Java Programming 4-0-0 670
Core Course 10 (Lab) CAIJ6029 Introduction to Java Programming Lab 0-0-2 711
Skill Enhancement Course 2 [CAMP0061 Managerial Competencies For Professionals 1-1-0
Total Credits 26
SEMESTER V
Core Course 11 (Theory) |CADCOO37 Data Communication 4-0-0 670
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Core Course 11 (Lab) CADC6028 Data Communication Lab 0-0-2 710
Core Course 12 (Theory) CADA0062 Design and Analysis of Algorithm 4-0-0 695
Core Course 12 (Lab) CADA6013 Design and Analysis of Algorithm Lab 0-0-2 704
CAPMO0063 Programming in MATLAB/SCILAB 4-0-0
Discipline Specific Elective 1 |CAIT0064 Internet of Things 5-1-0
CANMOO065 Computer Oriented Numerical Methods 4-0-0
o » . CAPM6041 Programming in MATLAB/SCILAB Lab 0-0-2
Discipline Specific Elective 1 - -
CANM6042 Computer Oriented Numerical Methods Lab 0-0-2
o » . CACDO0066 Compiler Design 4-0-0
Discipline Specific Elective 2 / - —
. i CADV0067 Data Visualization 4-0-0
Mini Project - - -
CAMS0068 Modelling and Simulation 4-0-0
o . . CACD6043 Compiler Design Lab 0-0-2
Discipline Specific Elective 2 / - —
o . CADV6044 Data Visualization Lab 0-0-2
Mini Project - - -
CAMS6045 Modelling and Simulation Lab 0-0-2
Mini Project CAMI6046 Mini Project - BCA 0-0-6 716
Total Credits 24
SEMESTER VI
Core Course 13 (Theory) CAPMO0042 Python and Machine Learning 4-0-0 673
Core Course 13 (Lab) CAPM6032 Python and Machine Learning lab 0-0-2 711
Core Course 14 (Theory) CADWO0069 Data Warehousing and Data Mining 5-1-0 667
CANS0040 Network Security 5-1-0 672
CAADO0036 Android Application Development Fundamentals 4-0-0 668
o - ) CAIP0070 Digital Image Processing 4-0-0
Discipline Specific Elective 3 |3, nena7 Android Application Development Fundamentals 02
Lab
CADI6048 Digital Image Processing Lab 0-0-2
o . . CAAIO071 Principles of Artificial Intelligence 4-0-0 665
Discipline Specific Elective 4 / - —
. . CAMOO0041 Mobile Communication 5-1-0
Major Project -
CAORO0073 Operation Research 4-0-0
Discipline Specific Elective 4 / |CAPA6024 Principles of Artificial Intelligence Lab 0-0-2 709
Major Project CAOR6049 Operation Research Lab 0-0-2
Major Project CAMP6050 Major Project - BCA 0-0-6 717
Total Credits 24
Total Programme Credits 140
Generic Electives
Generic Elective Course 1 CACF0008 Computer Fundamentals 4-0-0 650
Generic Elective Course 1 CACF6007 Computer Fundamentals Lab 0-0-2 699
Generic Elective Course 2 CAIBO0O59 IT Tools for Business 5-1-0 693
Generic Elective Course 3 5-1-0
Generic Elective Course 4 CMCA0072 Computer Applications in Business 5-1-0

LIST OF VALUE-ADDED COURSES OFFERED BY THE DEPARTMENT

e  Advance Web Application Development Techniques

. Blockchain
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MASTER OF COMPUTER APPLICATIONS (MCA)

Semester |
Type Course Code | Course Name Credits Category Page
CAMF0043 Mathematical Foundation for Computer Science 4 DC 674/824
Theory | cATC0048 Theory of Computation 4 DC 680
CAOS0016 Operating Systems 4 DC 654
CADA0044 Data Structures and Algorithms 4 DC 675
CAPJ0O018 Programming Through Java 4 DE 655
CA0S6012 Operating Systems Lab 2 DC 703
Lab CADA6033 Data Structures and Algorithms Lab 2 DC 712
CAPJ6014 Programming Through Java Lab 2 DE 705
Total Credits 26
Semester Il
CASE0019 Software Engineering 4 DC 657
CACCO0045 Data Communication and Computer Networks 4 DC 676
CADMO0046 Advanced Database Management Systems 4 DC 677
Theory | CAIT0022 Internet Technology and Applications 4 DC 659
CASI0047 Sensor Networks and Internet of Things 3 DE 679
CACC6034 Data Communication and Computer Networks Lab 2 DC 713
Lab CAIT6017 Internet Technology and Applications Lab 2 DE 705
CADM6035 Advanced Database Management Systems Lab 2 DC 714
Mandatory| CASL0O200 Service Learning/Community Engagement NC IE 717
Total Credits 25
Semester Il1
CACLO033 Cyber Law and IT Security 4 DC 666
CAMLO049 Machine Learning 4 DC 681
CAEP0024 Enterprise Resource Planning 4 DC 661
Theory
ECRMO0042 Research Methodology and IPR 2 DE
ELECTIVE-I
?)pReuallzatlon I: Artificial Intelligence 4 DE
Specialization Il: Data Science
ELECTIVE-II DE
Specialization I: Artificial Intelligence 4
OR
Specialization Il: Data Science
Lab CAML6036 Machine Learning Lab 2 DC 715
Project |CAMI6038 Minor Project - MCA 5 DC
Audit EGCS0110 Communication Skills NC IE 831
Courses | cMES0023 Entrepreneurship NC IE 722
Total Credits 29
Semester IV
Project CAMP6039 |Major Project - MCA 18 DC 709
Elective Il )
Specialization IlI (Artificial Intelligence/Data Science)
Total Credits 20
Total Programme Credits 100
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Course Code |Specialization I (Artificial Intelligence)
CAPA0030 Principles of Artificial Intelligence
CAHCO0050 Human Computer Interaction 682
CABIO051 Bioinformatics 684
CADL0052 Deep Learning 685
CASC0053 Soft Computing 686
Course Code [Specialization Il (Data Science)
CADS0054 Data Science 687
CAVS0055 Data Visualization for Data Science 689
CABDO056 Big Data Management 690
CAWAO0057 |Web Analytics and Development 691
Course Code [Specialization 111 (Artificial Intelligence/Data Science)

NPTEL Course of 8 - 12 Weeks.

List of Courses to be provided by the department.
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COURSE STRUCTURE

SCHOOL OF COMMERCE AND MANAGEMENT

DEPARTMENT OF COMMERCE
Course Structure of BACHELOR OF COMMERCE (BCOM Honours)
SEMESTER |
Type of Course/Category  |Course Code  [Course Name Credits Page
T-L-P
Core Course 1 (Theory) CMFA0067 Financial Accounting 4-1-1 745
Core Course 2 (Theory) CMBL0068 Business Law 5-1-0 746
Ability Enhancement CHES0002 Environmental Studies 2-0-0 809
compulsory Course -1
Generic Elective Course 1 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 1 (Lab) 0-0-2
Total Credits 20
SEMESTER Il
Core Course 3 (Theory) CMCAO0070 Corporate Accounting 5-1-0 748
Core Course 4 (Theory) CMCLO071 Corporate Laws 5-1-0 749
Ability Enhancement EGBC0112 Business Communication 2-0-0 810/834
compulsory Course —2
Generic Elective Course 2 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 2 (Lab) 0-0-2
Total Credits 20
SEMESTER IlI
Core Course 5 (Theory) CMHR0073 Human Resource Management 5-1-0 751
Core Course 6 (Theory) CMIT0074 Income Tax Law and Practice 5-1-0 751
Core Course 7 (Theory) CMMPO0075 Management Principles and Applications 5-1-0 752
Skill Enhancement Course 1 [CMEC0076 E-Commerce 9-0-0 753
(Theory)
Generic Elective Course 3 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 3 (Lab) 0-0-2
Total Credits 26
SEMESTER IV
Core Course 8 (Theory) CMCAO0078 Cost Accounting 5-1-0 755
Core Course 9 (Theory) CMBMO0079 Business Mathematics 5-1-0 756
Core Course 10 (Theory) CMCA0080 Computer Applications in Business 5-1-0 757
Skill Enhancement Course CMETO0081 Entrepreneurship 500 758
2 (Theory)
Generic Elective Course 4 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 4 (Lab) 0-0-2
Total Credits 26
SEMESTER V
Core Course 11 (Theory) CMPG0086 Principles of Marketing 5-1-0 761
Core Course 12 (Theory) CMFF0087 Fundamentals of Financial Management 4-1-1 762
Discipline Specific Elective1  |CMMAO0088 Management Accounting 5-1-0 763
(Theory) CMCP0089 Corporate Tax Planning 5-1-0 764
CMCA0090 Computerized Accounting System 4-2-0 765
CMPMO0091 Project Management 5-1-0 765
Discipline Specific Elective 2 |[CMFS0092 Financial Markets, Institutions and Financial 5.1-0 766
(Theory) Services
CMADO0093 Advertising 5-1-0 767
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CMBI0094 Banking and Insurance 5-1-0 768
Financial Technology and Analytics 5-1-0
Total Credits 24
SEMESTER VI
Core Course 13 (Theory) CMAGO0098 Auditing and Corporate Governance 5-1-0 769
Core Course 14 (Theory) CMIT0099 Indirect Tax Law 5-1-0 771
Discipline Specific Elective 3  |CMIB00100 International Business 5-1-0 771
(Theory) CMBT0101 Business Tax Procedures and Management 5-1-0 773
CMFI0102 Fundamentals of Investment 5-1-0 773
CMIEO083 Indian Economy 5-1-0 760
Discipline Specific Elective 4 |CMIR0103 Industrial Relations and Labour Laws 5-1-0 774
(Theory) CMCC0104 Consumer Affairs and Customer Care 5-1-0 775
CMBR0105 Business Research Methods and Project Work 5-1-0 776
Personnel Finance and Planning
Total Credits 24
Total Programme Credits 140
GENERIC ELECTIVES — COMMERCE DEPARTMENT
CMMEO069 Micro Economics 747
Generic Elective Course 1 CMIR0096 Insurance and Risk Management 5-1-0
CMPMO0097 Principles of Management
. . CMMC0072 Macro Economics 750
Generic Elective Course 2 — 5-1-0
CMSMO0095 Investing in Stock Markets 768
Generic Elective Course 3 CMBS0077 Business Statistics 754
(Theory) CMPT0085 Project Management and Techniques >10
X X CMIEOO83 Indian Economy 760
Generic Elective Course 4 - - - 5-1-0
CMIF0082 Indian Financial System 759
MASTER OF COMMERCE
Course Structure of MASTER OF COMMERCE
SEMESTER |
Type of Course/Category Course Code Course Name Credits Page
T-L-P
Core Course (Theory) CMOT0041 Organizational Theory & Behavior 4-0-0 722
Core Course(Theory) CMBDO0042 Business Statistics & Decisions 4-0-0 723
Core Course(Theory) CMFY0043 Financial Statement Analysis 4-0-0 724
Core Course (Theory) CMMG0044 Managerial Economics 4-0-0 725
Core Course (Theory) CMAG0045 Cost & Management Accounting 4-0-0 726
Total Credits 20
SEMESTER |1
Core Course (Theory) CMRC0046 Research Methodology in Commerce 4-0-0 727
Core Course (Theory) CMBEOQ047 Business Environment 3-0-0 727
Core Course (Theory) CMBL0048 Business Law 3-0-0 728
Core Course (Theory) CMFI0049 Corporate Finance 4-0-0 729
Core Course (Theory) CMPGO0050 Principles of Marketing 4-0-0 730
Core Course (Theory) CMBS0051 International Business 4-0-0 731
Total Credits 22
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SEMESTER I
Core Course (Theory) CMSHO0052 Strategic Human Resource Management 4-0-0 732
Core Course (Theory) CMCRO0053 Consumer Behaviour 4-0-0 733
Project Work CMDS6006 Dissertation - | 4-0-0 782
Specialisation: CMTMO0054 Corporate Tax Management 4-0-0 734
Accounting and Taxation(Theory)  |CMAF0055 Accounting Theory and Financial Reporting 4-0-0 734
Specialisation: CMCR0O056 Advance Corporate Finance 4-0-0 735
Fi dl t t(Th
inance and Investment(Theory) =uia5e7 Investment Banking 400 736
Specialisation: CMIG0058 International Marketing 4-0-0 737
Management(Theory) CMBC0059 Business Ethics and Corporate Governance 4-0-0 738
Total Credits 20
SEMESTER IV
Core Course (Theory) CMEMO0060 Entrepreneurship Management and E- 4-0-0 739
Commerce
Project Work CMDS6007 Dissertation -1l 6-0-0 782
Specialisation: CMMDO0061 Modern Accounting 4-0-0 740
Accounting and Taxation(Theory)  |CMAV0062 Advanced Accounting 4-0-0 740
Specialisation: CMFI063 Financial Institution Management 4-0-0 741
Fi dl t t(Th
inance and Investment(Theory) - \=uERGen Portfolio Management 4-0-0 742
Specialisation: CMILO065 Management of Industrial Laws 4-0-0 743
Management(Theory) CMSMO0066 Supply Chain Management and Logistics 4-0-0 744
Total Credits 18
Total Programme Credits 80
VALUE ADDED COURSES
Value Added Course 1 CMI110106 Ideation to Innovation NC 777
Value Added Course 2 CMSP0107 Statistical Software Packages for Data Analysis 778
Value Added Course 3 CMAP0108 Accounting Software Package 779
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DEPARTMENT OF MANAGEMENT
BACHELOR OF BUSINESS ADMINISTRATION (FINANCIAL INVESTMENT ANALYSIS)

COURSE STRUCTURE

SEMESTER |
Type of Course/Category Course Course Name Credits Page
Code T-L-P
Core Course 1 (Theory) MTAA0088 Financial Accounting and Analysis 5-1-0 786
Core Course 2 (Theory) MTMGO0089 | Managerial Economics 5-1-0 787
Ability Enhancement compulsory | CHES0002 Environmental Studies 2-0-0 809
Course -1
Generic Elective Course 1 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 1 (Lab) 0-0-2
Total Credits 20
SEMESTER Il
Core Paper3/DC MTSB0091 Statistics for Business Decisions 5-1-0 789
Core Paper4/DC MTCMO0092 | Cost & Management Accounting 5-1-0 790
Ability Enhancement compulsory | EGBC0112 Business Communication 2-0-0 810/834
Course -1/IC
Generic Elective Course 2 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 2 (Lab) 0-0-2
Total Credits 20
SEMESTER IlI
Core Course 5 (Theory) MTIT0094 Income Tax 5-1-0 791
Core Course 6 (Theory) MTCF0095 Corporate Finance 5-1-0 792
Core Course 7 (Theory) MTFI0096 Financial Markets & Institutions 5-1-0 793
Skill Enhancement Course 1 MTIBO097 IT Tools for Business 2-0-0 794
(Theory)
Generic Elective Course 3 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 3 (Lab) 0-0-2
Total Credits 26
SEMESTER IV
Core Course 8 (Theory) MTMEO0099 Macro Economics 5-1-0 796
Core Course 9 (Theory) MTQT0100 Quantitative Techniques 5-1-0 797
Core Course 10 (Theory) MTFS0101 Financial Econometrics 5-1-0 798
Skill Enhancement Course MTSI6001 Summer Internship 2-0-0
2 (Theory)
Generic Elective Course 4 (Theory/ Theory-Tutorial) 4-0-0/5-1-0
Generic Elective Course 4 (Lab) 0-0-2
Total Credits 26
SEMESTER V
Core Paper11/DC MTIP0103 Investment Analysis & Portfolio 5-1-0 800
Management
Core Paper12/DC MTFDO0115 Financial Derivatives 5-1-0 800
MTIFO116 Investment Banking and Financial Services 5-1-0 801
Discipline Specific Elective |/DE MTBTO0106 Business Tax Planning 802
Discipline Specific Elective 2 MTSF0117 Strategic Corporate Finance 5-1-0 803
(Theory) MTCAO0109 Corporate Analysis and Valuation 804
Total Credits 24
SEMESTER VI
Core Course 13 (Theory) MTCRO110 Corporate Restructuring 5-1-0 804
Core Course 14 (Theory) MTINO111 International Finance 5-1-0 805
Discipline Specific Elective 3 MTMS0112 Management of Financial Institutions 5-1-0 806
(Theory) MTIA0113 International Trade Blocks and 807

| ADBU| Regulations and Syllabus|2021-22| 85




COURSE STRUCTURE

Multilateral Agencies

Discipline Specific Elective 4 MTRP6002 Research Project 5-1-0 808
(Theory) MTCA0114 Corporate Accounting 808

Total Credits 24

Total Programme Credits 140

Generic Electives - Management Department

Generic Elective Course 1 MTEDO090 Entrepreneurship Development 5-1-0 788
Generic Elective Course 2 MTOG0093 Organizational Behavior 5-1-0 790
Generic Elective Course 3 MTBEOQO98 1.Business Ethics and Corporate Governance 5-1-0 795
MTFP0OO070 2.Functional Principles of Management 785
Generic Elective Course4 (Theory) MTRMO0102 Research Methodology 5-1-0 799
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DETAILED SYLLABUS

SCHOOL OF TECHNOLOGY

DETAILED SYLLABUS

BTUHO0001: UNIVERSAL HUMAN VALUES 1 - STUDENT INDUCTION PROGRAM

(Duration: 3 Weeks at the beginning of the 1st semester)

The AICTE in its model curriculum proposed an induction programme of three-weeks duration for all students to help them
adjust to the new environment of Engineering courses. It aims to equip students with communication skills, human values,
and acquaint them with the culture of the institution.

Group Discussions on Universal Human Values (UHV) are an important part of the Induction Program. It is a mandatory non-
credited course which continues up to the fourth semester.

Every student has to maintain a register for this course which will be evaluated by the mentor till the fourth semester.
Attendance criteria remains the same as per the other coursesi.e. in principle, a student is expected to attend all the classes.
If the attendance is less than 75% - whatever may be the circumstances — the course has to be repeated.

A certificate will be issued by the institution at the completion of the course with ‘Satisfactory(s)’ or

‘Unsatisfactory(x)’ grades.

At the start of the subsequent semesters till the 4th semester 3 full days are to be set aside for activities related to the follow
up of the Induction program.

The following list presents the topics covered in the Mandatory Induction Program conducted at Don Bosco College of
Engineering and Technology:

1. Physical activity — Yoga and sports activity (indoor and outdoor)

2. Creative arts through Extra-curricular clubs e.g., music & singing, dance, drama, debating

& quiz, art & craft, photography

3. Universal Human Values — group discussions on the following topics:

a. Aspirations and family expectations b. Gratitude

¢. Competition and cooperation d. Competition and excellence

e. Peer pressure

f.  Self-confidence

g. Relationships in family h. Trust and respect

i.  Anger management

j. Happiness and prosperity k. Interaction and ragging

I.  Dealing language barriers — tests on communication skill for future follow up. m. Sexual orientation / courting / sexual
harassment

4 Literary exposure through Literary Club

5. Proficiency Modules — Psychological tests and orientation, introduction to Co-curricular clubs and innovations.

6. Lectures by eminent people — in-campus invited Guests and over SKYPE

7 Visit to local areas — visit to industry and institutions of repute

8 Familiarization to departments and common facilities

9.  Mentoring system —introduction and assignment of mentors

10. Selection / election of Class Representatives for college association

11. Health check-up for all with documentation for future reference

12. Library Orientation, Introduction to ERP and e-Resources, filling up “Online anti-ragging affidavit” by all.

BTUHO0002: UNIVERSAL HUMAN VALUES Il - UNDERSTANDING HARMONY
( 3 Credits — 45 hours)
Objective: The objective of the course is four fold:

1. Development of a holistic perspective based on self-exploration about themselves (human being), family, society and
nature/existence.

2. Understanding (or developing clarity) of the harmony in the human being, family, society and nature/existence

3. Strengthening of self-reflection.
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4. Development of commitment and courage to act.
Module I: Course Introduction - Need, Basic Guidelines, Content and Process for Value Education (9 hours)
1. Purpose and motivation for the course, recapitulation from Universal Human Values-I

2. Self-Exploration—what is it? - Its content and process; ‘Natural Acceptance’ and Experiential Validation- as the process for self-
exploration

3. Continuous Happiness and Prosperity- A look at basic Human Aspirations

4. Right understanding, Relationship and Physical Facility- the basic requirements for fulfilment of aspirations of every human
being with their correct priority

5. Understanding Happiness and Prosperity correctly- A critical appraisal of the current scenario
6. Method to fulfil the above human aspirations: understanding and living in harmony at various levels.

Include practice sessions to discuss natural acceptance in human being as the innate acceptance for living with responsibility
(living in relationship, harmony and co-existence) rather than as arbitrariness in choice based on liking-disliking.

Module II: Understanding Harmony in the Human Being - Harmony in Myself! (8 hours)

7. Understanding human being as a co-existence of the sentient ‘I’ and the material ‘Body’
8. Understanding the needs of Self (‘I') and ‘Body’ - happiness and physical facility

9. Understanding the Body as an instrument of ‘I’ (I being the doer, seer and enjoyer)

10. Understanding the characteristics and activities of ‘I’ and harmony in ‘I’

11. Understanding the harmony of | with the Body: Sanyam and Health; correct appraisal of Physical needs, meaning of Prosperity
in detail

12. Programs to ensure Sanyam and Health.

Include practice sessions to discuss the role others have played in making material goods available to me. Identifying from one’s
own life. Differentiate between prosperity and accumulation. Discuss program for ensuring health vs dealing with disease

Module Ill: Understanding Harmony in the Family and Society- Harmony in Human-Human Relationship (9 hours)

13. Understanding values in human-human relationship; meaning of Justice (nine universal values in relationships) and program
for its fulfilment to ensure mutual happiness; Trust and Respect as the foundational values of relationship

14. Understanding the meaning of Trust; Difference between intention and competence

15. Understanding the meaning of Respect, Difference between respect and differentiation; the other salient values in
relationship

16. Understanding the harmony in the society (society being an extension of family): Resolution, Prosperity, fearlessness (trust)
and co-existence as comprehensive Human Goals

17. Visualizing a universal harmonious order in society- Undivided Society, Universal Order- from family to world family.

Include practice sessions to reflect on relationships in family, hostel and institute as extended family, real life examples, teacher-
student relationship, goal of education etc. Gratitude as a universal value in relationships. Discuss with scenarios. Elicit examples
from students’ lives

Module IV: Understanding Harmony in the Nature and Existence - Whole existence as Coexistence (9 hours)

18. Understanding the harmony in the Nature

19. Interconnectedness and mutual fulfilment among the four orders of nature- recyclability and self-regulation in nature
20. Understanding Existence as Co-existence of mutually interacting units in all-pervasive space

21. Holistic perception of harmony at all levels of existence.

Include practice sessions to discuss human being as cause of imbalance in nature (film “Home” can be used), pollution, depletion
of resources and role of technology etc.

Module V: Implications of the above Holistic Understanding of Harmony on Professional Ethics (10 hours)
22. Natural acceptance of human values

23. Definitiveness of Ethical Human Conduct

24. Basis for Humanistic Education, Humanistic Constitution and Humanistic Universal Order

25. Competence in professional ethics: a. Ability to utilize the professional competence for augmenting universal human order b.
Ability to identify the scope and characteristics of people friendly and eco-friendly production systems, c. Ability to identify and
develop appropriate technologies and management patterns for above production systems.

26. Case studies of typical holistic technologies, management models and production systems

27. Strategy for transition from the present state to Universal Human Order: a. At the level of individual: as socially and
ecologically responsible engineers, technologists and managers b. At the level of society: as mutually enriching institutions and
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organizations
28. Sum up.

Include practice Exercises and Case Studies will be taken up in Practice (tutorial) Sessions eg. To discuss the conduct as an engineer
or scientist etc.

COURSE / LEARNING OUTCOMES
At the end of this course students will be able to:
Cco1: recognize the nature of themselves, and their surroundings (family, society, nature); (understanding)

CO2: identify their responsibility in life, and handle problems with sustainable solutions, while keeping human relationships
and human nature in mind. (understanding)

CO3: demonstrate their critical ability and also become sensitive to their commitment towards what they have understood
(human values, human relationship and human society). (applying)

CO4: execute what they have learnt to their own self in different day-to-day settings in real life, at least a beginning would
be made in this direction. (applying)

Suggested Readings

Text Book

1. Human Values and Professional Ethics by R R Gaur, R Sangal, G P Bagaria, Excel Books,
New Delhi, 2010

Reference Books

1. Jeevan Vidya: Ek Parichaya, A Nagaraj, Jeevan Vidya Prakashan, Amarkantak, 1999.
. Human Values, A.N. Tripathi, New Age Intl. Publishers, New Delhi, 2004.

. The Story of Stuff (Book).

. The Story of My Experiments with Truth - by Mohandas Karamchand Gandhi

. Small is Beautiful - E. F Schumacher.

. Slow is Beautiful - Cecile Andrews

. Economy of Permanence - J C Kumarappa

. Bharat Mein Angreji Raj - PanditSunderlal

. Rediscovering India - by Dharampal

10. Hind Swaraj or Indian Home Rule - by Mohandas K. Gandhi

11. India Wins Freedom - Maulana Abdul Kalam Azad

12. Vivekananda - Romain Rolland (English)

13. Gandhi - Romain Rolland (English

O 00 N O U1 B W N

Course Outcome

co recognize the nature of themselves, and their surroundings (family, society, nature); (understanding)

1

Cco identify their responsibility in life, and handle problems with sustainable solutions, while keeping human relationships
2 and human nature in mind. (understanding)

CO  demonstrate their critical ability and also become sensitive to their commitment towards what they have understood
3 (human values, human relationship and human society). (applying)

co execute what they have learnt to their own self in different day-to-day settings in real life, at least a beginning would
4 be made in this direction. (applying)

Mapping of COs to Syllabus

Module 1 | Module 2 | Module 3 | Module 4 | Module 5
CO1 | M M
CO2 H
co3 H
co4 M H
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INTERNSHIP POLICY FOR B.TECH CURRICULUM
The modified AICTE Curriculum for B.Tech program prescribes a maximum of 160 credits for 4 year B.Tech degree with an
optional provision of additional 20 credits through MOOCs for awarding B.Tech. (Hons.) degree.
Further, this new scheme has mandated Internship Activities of 600-700 hours carrying 14-20 credits, where 1 credit means
40-45 hours of work or 1 week of activity as mentioned below:
1.  1styear —during and immediately after 2nd semester examination i.e. in the summer vacation
3-4 credits (120-180 hrs.)
2.  Summer vacation after 4th Semester : 4-6 credits (4-6 weeks)
3.  Summer Vacation after 6th Semester : 4-6 credits (4-6 weeks)
4.  During 8th Semester : 6-8 credits
The General Guidelines suggest the following sort of activities:
1. 2nd Semester — Inter/Intra Institutional Activities
2. After 4th semester — Internship / Innovation / Entrepreneurship Activities.
3. After 6th Semester — Internship / Innovation / Entrepreneurship Activities.
4.  During 8th Semester — Project work; Seminar (Excluding credits from Advanced courses).
Responsibilities of Internship Activity at the Institutional level:
AICTE states that in all AICTE approved institutions, it is essential to have a dedicated Training & Placement cell headed by a
Training and Placement Officer (TPO). The organizational structure of this cell will be as follows:

»[ Student Coorcnat
Departmental

COooramatons

bl Studen! Cooroinator

4] Departmental
Coordinators —

]
[ Student Coordnat .—]
|
tor |

Faculty Mentor »4[ Student Coordw

The Training and Placement cell with the help of the departmental coordinators will organize all

Internship training, in addition to the placement activities.

Every institute may allocate 1% of their total budget to facilitate the functioning of Training and Placement cell and meet
the funding requirements for various activities. The Purpose of TPO is to guide students to choose the right career and to
plan for programs and activities to enhance knowledge, skill, attitude and right kind of aptitude to meet the manpower
requirements of the industry.

To assist students for Industrial Training at the end of 4th and 6thSemester, the Training & Placement Cell shall also design
and implement internal curriculum, take classes, arrange experts and agencies for students’ Personality Development,
Communication Skills, prepare students for Resume and E-mail writing, group discussion, interview skills, aptitude tests,
technical report writing, presentation skills, foreign language proficiency etc. The TPO will be supported by a departmental
coordinator and faculty mentors designated by the HOD or the Principal at the start of the academic year. Each department
will have a student committee comprising of 1-3 members from each class, for supporting the training and placement
activities headed by the student coordinator (Departmental Student Coordinator). Student Coordinator, being
representative of students will be selected by the students with the help of TPO.

MONITORING AND EVALUATION OF INTERNSHIP

1.  ForInternship during and after 2nd Semester —

AICTE recommends inter/Intra Institutional activities for the 1st Phase of internship activity with the Sub- Activity Heads
such as Workshop training, Working for consultancy or Research project, Festival (Technical/Business/other events),
contribution in incubation/innovation/ Entrepreneurship cell and Learning at departmental Labs, Tinkering Labs,
Institutional Workshop etc.

The student’s shall be evaluated by the programme head or the cell in charge as the case may be. Certificates shall be given
as the document of evidence to prove completion of internship. Performance appraisal shall be done in terms of 3 qualitative
grades viz., Satisfactory/Good / Excellent. Institute may devise their own evaluation sheets in order to meet the
requirements.

2. Internship during the summer vacation after 4th — 6th semester -

At this stage the students are ready for Industrial experience; therefore, they may choose to undergo Internship/Innovation
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or Entrepreneurship related activities. Incase students want to pursue their family business and do not want to undergo
Internships, a declaration by a parent may be directly submitted to the TPO.

The Training and placement Cell will arrange internships for the students in Industry / organizations after 4thand 6th/7th
semesters as per AICTE or University Guidelines. General procedure given in Chapter 2.3 in AICTE Internship policy may be
followed. Chapter -3 of the same document also puts forward “Guidelines for Industry for providing Internship.” After a
student enrolls in some industry as an Intern, monitoring and evaluation shall be done properly as indicated below:

2.1 Monitoring — TPO/Staff/Faculty mentor of the Institutes will make surprise visits to the internship sites to check the
student’s presence physically. If the student is found absent without prior intimation to the Training and Placement Cell,
entire training will be cancelled. Student should inform the TPO, faculty mentor as well as the Industry supervisor at least 1
day prior to availing leave by email. Students are eligible to avail one day leave in 4 weeks and

2 days Leave in 6 weeks of the Internship Period.

2.2 Evaluation — Interns in the Industry will be evaluated in three stages

2.2.1 Evaluation by the Industry — The Industry will evaluate the students based on punctuality, eagerness to learn,
maintenance of daily diary and skill test in addition to any other remarks.

2.2.2 Evaluation through Seminar Presentation/Viva Voce at the Institute — The student will give a seminar based on his/her
training report before an expert committee constituted by the concerned department as per the norms of the institute. The
evaluation will be based on the following criteria:

e Quality of content presented

. Proper planning of presentation.

. Effectiveness of presentation.

e  Depth of knowledge and skills

e  Attendance Record, Daily Diary and Departmental reports shall also be Analysed along with the Internship report.
Students Diary and Internship Report should be submitted by the students along with the attendance Record and an
Evaluation sheet duly signed and stamped by the Industry to the Institute immediately after completion of the training.
Diary will be evaluated on the basis of following criteria —

e Regularity in maintenance of the dairy

e  Adequacy and quality of information recorded.

e  Drawing, sketches and data recorded.

e  Thought process and recording techniques used.

e Organization of the information.

Internship Report —After completion of internship the student should prepare a comprehensive report to indicate what
he/she has observed and learned. The student may contact the industrial supervisor/faculty mentor/TPO for assigning
special topics and problems and should prepare the final report on the assigned topics. This report shall be evaluated on the
basis of following criteria:

e Originality

e Adequacy and purposeful write up.

e  Organization, format, drawings, sketches, style, language etc.

e  Variety and relevance of learning experience.

e Practical applications and relationships with basic theory and concepts taught in the course.

2.2.3 Evaluation by Faculty Supervisor on the basis of Industrial site visits— The faculty supervisor shall award some score
based on his/ her observation during site visit.

3. Project work and seminar during 8th semester
Project work and seminar for (6 — 8) credits shall be as specified in the curriculum of the
University.

PROPOSED STRATEGY FOR EXAMINATION DEPARTMENT:

1. On completion of Internship after 2nd,4th and 6th semester, a completion certificate with qualitative performance
appraisal grade viz., satisfactory/good/excellent shall have to be awarded to every student. Alternative activities to be
suggested for those who fail to attend or complete the Internship Activity.

2. All the project works (mini/ Minor / Major etc.) and seminars over the eight semesters shall be considered part of
Internship Activities along with other component s including industry internship and Entrepreneurship activities within a
total prescribed 14 — 20 credits which is part of the maximum permissible 160 credits. Therefore, over and above the
qualitative completion certificate, we have to assign a letter grade against internship so as to incorporate it in the SGPA
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calculation. Thus, in the Grade sheet, internship will carry credits/marks and letter grades as in any other courses of the
curriculum. Finally, this credit and letter grade scored in the 10 point scale shall be accounted for SGPA and CGPA calculation.

4. Additional Non Credit Requirement for earning B.Tech Degree.(100 activity points)

Apart from technical knowledge and skills, to be successful as professionals, students should have excellence in soft
skills, leadership qualities and team spirit. They should have entrepreneurial capabilities and societal commitment. In order
to match these multifarious requirements, AICTE has created a unique mechanism of awarding minimum 100 activity points
over and above the academic and internship grades. Every student of 4 year degree programme is required to earn 100
activity points by doing 300 -400 hours of activity in addition to the required academic credentials. Students under lateral
entry category are required to earn 75 activity points. These activities will be coordinated by NSS/ NCC / SPORTS/ SAGY
coordinator [campus minister] or TPO. On completion, the student will be provided a certificate from the concerned
coordinator and Institutional Head.

Every student is required to prepare a file containing documentary proof of activities done by him/her. This file will be duly
verified by the concerned evaluator (coordinator). Thereby the student should earn at least 100 activity points before
appearing the final examination. The points earned by the student will be reflected on the students’ transcript. However,
there will be neither grades /marks for these points nor there will be any effect on CGPA. These activities can be done any
time during the semester, weekends or holidays. These activities are in the form of Community service and allied activities
suggested in Table 4 (P.18/38) of AICTE Internship Policy (ref. www.aicte-india.org). Each activity carries 20 points; thus any
student completing any 5 activities during the 4year term for regular and 3 year term for Lateral Entry will be eligible to
appear for the 8th semester final examination to finally earn the degree.
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SCHOOL OF TECHNOLOGY

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

VISION

Creating a center of excellence in teaching, training and research in the field of Computer Science and Engineering,
to mould individuals into competent professionals to address local, national and global scientific, technological and
social challenges.

MISSION

1. To create professionals sound in the theory and practice of Computer Science and Engineering by providing a
learning ambience that promotes innovation and research-based activities.

2. To explore the frontiers of cutting-edge technologies through academia-industry collaboration and continuous

learning to solve real-world challenges

To inculcate the spirit of self-sustainability through research, consultancy, and development activities.

4. To infuse ethical values, team spirit and a sense of social commitment in individuals for the betterment of the
society through technology.

w

PROGRAM OUTCOMES (BTECH CSE)

PO1: Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an
engineering specialization to the solution of complex engineering problems.

PO2: Problem analysis: Identify, formulate, review research literature, and analyze complex engineering problems
reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering
sciences

PO3: Design/development of solutions: Design solutions for complex engineering problems and design system
components or processes that meet the specified needs with appropriate consideration for the public health and
safety, and the cultural, societal, and environmental considerations

PO4: Conduct investigations of complex problems: Use research-based knowledge and research methods
including design of experiments, analysis and interpretation of data, and synthesis of the information to provide
valid conclusions

PO5: Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern engineering
and IT tools including prediction and modeling to complex engineering activities with an understanding of the
limitations

PO6: The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health,
safety, legal and cultural issues and the consequent responsibilities relevant to the professional engineering
practice

PO7: Environment and sustainability: Understand the impact of the professional engineering solutions in societal
and environmental contexts, and demonstrate the knowledge of, and need for sustainable development

PO8: Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of the
engineering practice.

PO9: Individual and team work: Function effectively as an individual, and as a member or leader in diverse teams,
and in multidisciplinary settings

P0O10: Communication: Communicate effectively on complex engineering activities with the engineering
community and with society at large, such as, being able to comprehend and write effective reports and design
documentation, make effective presentations, and give and receive clear instructions

PO11l: Project management and finance: Demonstrate knowledge and understanding of the engineering and
management principles and apply these to one’s own work, as a member and leader in a team, to manage
projectsand in multidisciplinary

PO12: Life-long learning: Recognize the need for, and have the preparation and ability to engage in independent
and life- long learning in the broadest context of technological change

ADBU | Regulations and Syllabus|2021-22 | 93



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

PROGRAM SPECIFIC OUTCOME (BTECH CSE)

PSO1: Ability to apply knowledge of data structure, algorithm, programming skill & hardware to analyse and solve
complex programming in interdisciplinary fields

PSO2: Ability to use software, theoretical knowledge of computer science, communication technology & intelligent
algorithms to build optimize solution pertaining to real world problem

PSO3: Ability to work in multidisciplinary team in small and large scale projects by utilizing modern software
engineering tools and emerging technology.

PROGRAM OUTCOMES (MTECH CSE)

PO1: An understanding of the theoretical foundations and the limits of computing

PO2: An ability to adapt existing models, techniques, algorithms, data structures, etc. for efficiently solving
problems

PO3: An ability to design, develop and evaluate new computer based systems for novel applications which meet
the desired needs of industry and society

PO4: Understanding and ability to use advanced computing techniques and tools

POS5: An ability to undertake original research at the cutting edge of computer science & its related areas

PO6: An ability to function effectively individually or as a part of a team to accomplish a stated goal

PO7: An understanding of professional and ethical responsibility

PO8: An ability to communicate effectively with a wide range of audience

PO9: An ability to learn independently and engage in life-long learning

PO10: An understanding of the impact of IT related solutions in an economic, social and environment context.

PROGRAM SPECIFIC OUTCOME (PSO)

Specialisation: Data science

PSO1:Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2:Develop programs that use data mining techniques on bigdata for clustering, classification and ranking using
cloud infrastructure for research.

Specialisation: Internet of Things

PSO1: Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2:Design and develop code for various sensor-based applications for different sectors that use data collected
through loT deployment.

Specialisation: Information Security

PSO1: Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2: Design operational and strategic cyber-security strategies, policies, and solutions that use cyber security
techniques, information assurance, digital forensics software/tools, encryption, machine learning, and secure
coding for securing data.

MAPPING of COURSES TO PO/PSOs (BTECH CSE)
PO-PSO Mapping Table (B.Tech CSE)

1.1 Programming For Problem Solving

1.2 Programming For Problem Solving Lab

1.3 Physics for Technologist

1.4 Mathematics | - Calculus And Linear Algebra
1.5 Physics for technologists-Lab

1.6 Engineering Graphics And Design

1.7 Induction Programme

2.1 Engineering Chemistry

2.2 Mathematics II- Multiple Integrals, Numerical Methods and Differential Equations
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2.3 Basic Electrical Engineering

2.4 English

2.5 Basic ChemistrylLabl

2.6 Basic Electrical Engineering Laboratory
2.7 Workshop/ManufactuRing Practice
3.1 Object Oriented Programming

3.2 Object Oriented Programming LAB

3.3 Digital Computer Design

3.4 Digital Computer Design Lab

3.5 Data Structures

3.6 Data Structures Lab

4.1 Computer Organization and Architecture
4.2 Computer Organization and Architecture Lab
4.3 Database Management Systems

4.4 Database Management Systems Lab
4.5 Discrete Mathematics

4.6 Design and Analysis of Algorithms

4.7 Introduction to Organizational Behavior
4.8 Design and Analysis of Algorithms Lab
4.9 Environmental Sciences

5.1 Data communications

5.2 Formal language and automata theory
5.3 Operating Systems

5.4 Operating Systems Lab

5.5 Data communications IAB

5.6 Advanced Algorithms

5.7 Software Engineering

5.8 Artificial Intelligence

5.9 Economics for Engineers

5.10 Mini Project-I

5.11 Value added course

5.12 Internship

6.1 Compiler Design

6.2 Computer Networks

6.3 Computer Networks Lab

6.4 Compiler Design Lab

6.5 Production and Operations Management
6.6 Soft skills

6.7 Parallel and Distributed Algorithms

6.8 Advanced Computer Architecture

6.9 Machine Learning

6.10 Robotics Process Automation

6.11 Computational Complexity

6.12 Distributed Systems

6.13 Data Mining

6.14 Advanced Computer Architecture Lab
6. 15 Machine Learning Lab

6.16 Robotics Process Automation Lab
6.17 Computational Complexity Lab

6.18 Distributed Systems Lab

6.19 Data Mining Lab

6.20 Mini Project-II
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7.1 Computational Geometry

7.2 Advanced Operating Systems

7.3 Speech and Natural Language Processing
7.4 Computational Number Theory

7.5 Real Time Systems

7. 6 Information Retrieval

7.7 E-Commerce and Data Security

7.8 ICT for development

7.9 Course from Swayam

7.10 Computational Geometry Lab

7.11 Advanced Operating Systems Lab

7.12 Speech and Natural Language Processing Lab
7.13 Biology

7.14 Major Project- Phase |

7.15 Value Added Course

8.1 Quantum Computing

8.2 Ad-Hoc and Sensor Networks

8.3 Neural Networks and Deep Learning

8.4 Blockchain Fundamentals

8.5 Cloud Computing

8.6 Cyner law and ethics

8.7 Course from Swayam

8.8 Business Analytics

8.9 Computer Networks

8.10 Essence of Indian Traditional Knowledge
8.11 Major Project- Phase Il

PO | PO | PO
Courses PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | POS | PO9 | 10 | 11 | 12 | PSO1 | PsO2 | PSO3
11 M L | H
1.2 M L | ™
g |13 L L
o
£ 1.4 M L L
(7]
15 L ]
16
L
17
L M ML L
2.1 L
2.2
M L L
23
M L L
EE N} ]
|25 ] ]
4
g 2.6 M L
[}
o |27 M L L M
RER M L M | H M L
€T [32 M L M | H M L
Q3
< 3.3 M M

96 | ADBU| Regulations and Syllabus|2021-22




DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

3.4

3.5

3.5

Semester IV

4.1

4.2

= O i

I |T [T L
<

4.3

—

4.4

I IR |

—

4.5

4.6

< IZ I I |

< < I |

4.7

4.8

<
T
<

4.9

Semester V

5.1

5.2

5.3

5.4

55

I | ||

5.6
Advanced
Algorithms

5.7
Software
Engineering

5.8
Artificial
Intelligence

5.9

5.10

5.11

5.12
Internship
Course

Semester VI

6.1

6.2

6.3

6.4

< 22 |

< 22 |

6.5

6.6 Soft
Skill

6.7

6.8

6.9

6.10

ADBU | Regulations and Syllabus|2021-22 | 97




DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

6.11

6.12 L

6.13

<
< (L
<

6.14

6.15

<

6.16

6.17

6.18 H M

6.19 M M

< |=Z

6.20

7.1 M H

T

O - - R £
T

7.2 L M L

7.3 M M

,_
<

7.4 M M M M

7.5 M

<|Z

7.6 L

<<

7.7

Semester VII

7.8 M L

7.9

7.10 L M M

7.11 M M L M

7.12 M M M M

7.13 M M

7.14 H L H M H M | M M M M H

7.15

8.1 M

8.2

8.3

—

I_I_l_z
<

8.4

S|ITIE|T

8.5 L

8.6 L M M

Semester VIII

8.7

8.8 H M

<
<

8.9 M

8.10 H M

8.11 H L H M H M MMM M H

PROGRAM OUTCOMES (MTECH CSE)

PO1:An understanding of the theoretical foundations and the limits of computing

PO2: An ability to adapt existing models, techniques, algorithms, data structures, etc. for efficientlysolving
problems

PO3:An ability to design, develop and evaluate new computer based systems for novel applications which meet
the desired needs of industry and society

PO4:Understanding and ability to use advanced computing techniques and tools

PO5:An ability to undertake original research at the cutting edge of computer science & its related areas

PO6:An ability to function effectively individually or as a part of a team to accomplish a stated goal
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PO7:An understanding of professional and ethical responsibility

PO8:An ability to communicate effectively with a wide range of audience

PO9:An ability to learn independently and engage in life long learning

P0O10:An understanding of the impact of IT related solutions in an economic, social and environment context.

PROGRAM SPECIFIC OUTCOME (PSO)

Specialisation: Data science

PSO1: Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2: Develop programs that use data mining techniques on bigdata for clustering, classification and ranking using
cloud infrastructure for research.

Specialisation: Internet of Things

PSO1: Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2:Design and develop code for various sensor-based applications for different sectors that use data collected
through loT deployment.

Specialisation: Information Security

PSO1: Apply the concept of theoretical knowledge of computer science, data structures, algorithms, mathematical
computation and statistical formulae with respect to research methodology.

PSO2: Design operational and strategic cyber-security strategies, policies, and solutions that use cyber security
techniques, information assurance, digital forensics software/tools, encryption, machine learning, and secure
coding for securing data.

Semester |

Courses PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | POS | PO9 | PO10 | PSO1 PSO2
Advanced Data H
structure M H M
Advanced Data H
structure Lab M M M
Mathematical M
foundations of
Computer Science H L
Research Methodology H
and IPR M L

Specialisation: Data Science
Machine Learning M H M
Machine Learning Lab H M
Recommender System M
Data Storage M
Technologies and
Networks M
Data Science M H M
Distributed Systems M
Data Preparation and H
Analysis M M M M
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Specialisation: Internet of Things

Wireless Access
Technology(CSMS0095)

Mobile application and
services

Smart sensor and
Internet of Things

Logical and functional
programming

English for Research
Paper Writing

Semester Il

Courses

PO1

PO2

PO3 | PO4

PO5

PO6

PO7 | PO8

PO9

PO10

PSO1

PSO2

Advance Algorithms

Advance Algorithms
Lab

Soft Computing

Mini Project

Constitution of India

M

M

Speciali

sation:

Data Science

Data Visualization

<

Data Visualisation Lab

<

Big Data Analytics

Data Warehouse and
Data Mining

Data Security and
Access Control

Web Analytics and
Development

Knowledge Discovery

Natural Language
Processing

Specialisation: Internet

of Things

Advanced machine
learning

H M

Network
Security(CSNY0114)

Big Data Analytics

Sensor Network and
Internet of Things

Data Visualization

100 | ADBU| Regulations and Syllabus|2021-22




DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

Data Visualisation Lab M M

loT Application and M
Communication
Protocol M H

Specialisation: Information Security

Data Encryption & H
Compression M H M

Data Encryption & M
Compression Lab M H

Steganography & M
Digital Watermarking | M H M

Information Theory & H
Coding H M

Security Assessment M
and Risk Analysis H M M

Secure Coding

<
<

Biometrics M M

Semester lll

Specialisation: Data Science

Courses PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | POS | PO9 | PO10 | PSO1 PSO2

GPU Computing M M M

Cloud Computing M H M

Distributed M
Databases M

Business Analytics H

Dissertation Phase — M
| M M M H M

(%]

pecialisation: Internet of Things

loT and Smart City H M H M

Emulation and M
simulation
methodology M M M

Cloud Computing M H

Business Analytics H M H

Dissertation Phase — M
I M M M H M

Specialisation: Information Security

Data Warehousing H
& Mining H L

Web Search & M
Information
Retrieval M M

Database Security
and Access Control | M H L

Business Analytics H
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Dissertation Phase ‘ ‘ ‘ ‘ ‘ ‘ ‘ M
-1 M M M H
Semester IV
Specialisation: Data Science
Courses PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | POS | PO9 | PO10 | PSO1 | pso2
Project Phase Il M M M H M H
Specialisation: Internet of Things
Project Phase Il | M [M [m | v [m H

DETAILED SYLLABUS

THEORY COURSES

CSPS0079: PROGRAMMING FOR PROBLEM SOLVING
(3 credits-45 Hours)

Course Outcomes

1.
2.

Define and describe various terms and concepts of C programming language (Remembering)

Compare and interpret information based on their understanding of the concepts of C language
syntax, data types, control statements, functions, pointers, arrays, structures, files, graphics and

hardware programming using C. (Understanding)

Solve problems using standard algorithms and translate pseudo-codes into C programs and

implement them. (Applying)

Analyze their skills for choosing the right data structure, function, data types and develop logic to

solve various instances of problems. (Analyze)

Combine the various concepts and ideas learnt in C to plan, propose and develop a product.

(Creating)

Evaluate various algorithms used for searching, sorting etc., in terms of correctness and computation

cost. (Evaluate)

Module I (8 Hours)

Introduction to Programming, Introduction to components of a computer system (disks, memory, processor,
where a program is stored and executed, operating system, compilers etc.), and Idea of Algorithm: steps to solve
logical and numerical problems. Types of Algorithm: Sequentially executed, Conditional Based, repetitive structure,
Representation of Algorithm: Flowchart/Pseudo code with examples, from algorithms to programs; source code,
variables (with data types) variables and memory, locations, Syntax and Logical Errors in compilation, object and

executable code.

Module 1l (12 Hours)

Operators, precedence of operators, Arithmetic expressions, Conditional Branching and Loops, Writing and

evaluation of conditionals and consequent branching, Iteration and loops.

Module 11l (5 Hours)
Arrays, Arrays (1-D, 2-D), Character arrays and Strings
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Module IV (5 Hours)
Basic Algorithm Searching, Basic Sorting Algorithms (Bubble, Insertion and Selection), Finding roots of equations,
notion of order of complexity through example programs (no formal definition required)

Module V (8 Hours)
Functions (including built in libraries), Parameter passing in functions, call by value, passing arrays to functions:
idea of call by reference, Recursion.

Module VI (7 Hours)
Structures, Defining structures and Array of Structures, Idea of pointers, Defining pointers, Use of Pointers in self-
referential structures, notion of linked list (no implementation), File handling.

Suggested Readings

1. Byron Gottfried, Schaum’s Outline of Programming with C, McGraw-Hill

2. E. Balaguruswamy, Programming in ANSI C, Tata McGraw-Hill

3. Brian W. Kernighan and Dennis M. Ritchie, The C Programming Language, Prentice Hall of India

Mapping of COs to Syllabus

Course M M M M M M
Outcom 1 2 3 4 5 6
es
Cco1 H M
COo2 H H
Cco3 H H
Cco4 L H H
CO5 H
Co6 L H

CSOP0080: OBJECT ORIENTED PROGRAMMING
(3 credits — 45 hours)

Course Outcomes

1. Define the basic OOP syntax and semantics to write programs. (Remembering)

2. lllustrate the theoretical concepts such as data type, variables, conditional statements, iterations, etc., for
various programming technologies. Students can also explain and relate the principles of interfaces,
inheritance and packages in OOP. (Understanding)

3. Select the various access modifiers and apply them for granting restricted access to class, methods and
variables while developing any applications. (Applying)

4. Examine user requirements for software functionality to decide whether basic Java concepts can meet user
requirements. (Analyzing)

5. Choose an engineering approach to solving problems, starting from the various ways of giving an input
through a program, choosing an optimal method of problem solving and getting the desired output.
(Evaluating)

6. Develop solutions for real life problems by choosing between different basic Java concepts like
polymorphism, inheritance, method overloading and method overriding. (Creating)

Module 1 (10 hours)
Abstract data types and their specification.

How to implementanADT.Concretestatespace,concreteinvariant,abstraction function.
Implementing operations, illustrated by the Text example.
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Module 11 (10 hours)

Features of object-oriented programming. Encapsulation, object identity, polymorphism—but not
Inheritance in OO design.

Module 11l (15 hours)

Design patterns. Introduction and classification. The iterator pattern. Model-view-controller pattern.
Commands as methods and as objects. Implementing OO language features.

Module IV (10 hours)

Memory management. Generic types and collections GUIs. Graphical programming with Scala and Swing.
The software development process.

The concepts should be practiced using C++ and Java. Pearl may also be introduced wherever possible.
Suggested Readings

1. Barbara Liskov, Program Development in Java, Addison-Wesley,2001
2. Any book on Corelava
3. Any book onC++

Mapping of COs to Syllabus

Course Module 1 Module 2 Module 3 Module 4
Outcomes

co1 H M

Cco2 M H
Co3 M H
co4 H L

CO5 M

Cco6 H M

CSDCO0081: DIGITAL ELECTRONICS
(3 credits — 45 hours)

Course Outcomes

1. Explain number systems, coding methods, Boolean algebra, logic circuits, logic families, and memory types.
(Understanding)

2. Convert numbers between different number and coding systems and perform the basic arithmetic operations
(addition, subtraction, division, and multiplication). (Applying)

3. Minimize Boolean functions using postulates and theorems of Boolean algebra, Karnaugh maps and Quine
McCluskey method. (Applying)

4. Analyze combinational and sequential logic circuits to obtain Boolean expressions, state tables and state
diagrams implemented by the circuits. (Analysing)

5. Design combinational and sequential logic circuits for given problem statements. (Creating)

6. Build logic gates using TTL, ECL and CMOS technologies. (Creating)

Module I: Data representation and arithmetic operations (5 Hours)

Introduction, numbering systems, decimal to binary conversion, binary coded decimal numbers, hamming code for error
correction, alphanumeric codes.

Module II: Algebra for Digital systems (8 Hours)

Binary addition, binary subtraction, complement representation of numbers, addition/ subtraction of numbers in 1’s
complement Notation, addition/subtraction of numbers in  2’s complement Notation, binary multiplication, multiplication
of signed numbers, binary division, arithmetic with binary coded decimal numbers, representation of integers, Floating point
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representation of numbers, Floating pointarithmetic.
Module IlI: Logic gates and Boolean Algebra (7 Hours)

Introduction to Basic logic gates (AND, OR, NOT, NOR, NAND), Truth tables, simplification of truth tables, the K-map method,
SOP and POS simplifications, Quine-McCluskey tabulation method.

Module IV: Combinational logic and Sequential logic (15 Hours)

Combinational logic: Introduction, Combinational circuits, Analysis procedure, design procedure Binary Adder-
Subtractor, Decimal adder, binary multiplier, Magnitude comparator, decoders, encoders, multiplexers, HDL
models and Combinational Circuits

Sequential logic: Introduction, Sequential circuits, Storage elements: Latches, Storage elements: Flip-flops,
Analysis of clocked sequential circuits, State reduction and Assignment, Design procedure.

Module V: Digital integrated circuits (10 Hours)

Introduction, Special characteristics, Bipolar-Transistor characteristics, RTL and DTL circuits, Transistor-
TransistorLogic,Emitter-Coupledlogic,Metal-oxidesemiconductor,complementary MOS, CMOS transmission gate circuits,
Switch-level Modeling with HDL

Module VI: Memories (5 Hours)

Memorytypesandterminology,readonlymemory,SemiconductorRAMs,Non-volatileRAMs,
Sequentialmemories,ProgrammablelogicDevices,Magneticmemories,Opticaldiskmemory, Charge coupleddevices.

Suggested Readings

1 M.Morris Mano, Digital Logic and Computer Design, Pearson Education,2009
2 V.Rajaraman, An Introduction to Digital Computer Design, 5" ed.,PHI

3 R.PJain,Modern Digital Electronics, 4"ed., TMH

4 William Stallings, Computer Organization,PHI

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M L L M H
co2 H H
co3 H
Co4 M H
Co5 M H
Co6 H

CSDS0082: DATA STRUCTURE AND ALGORITHM
(3 credits — 45 hours)

Course Outcomes

1. Explain the concept of different data types, primitive, derived and their representation and application through coding.
(Understanding)

Apply the concept of ADT and linear and nonlinear data types and their representation. (Applying)

Apply these data types in various applications like arithmetic expression evaluation and conversion. (Applying)
Explain the concept of Graphs and Trees and their real time application. (Understanding)

Develop various searching and sorting techniques. (Creating)

SANE LN

Choose and implement efficient data structures and apply them to solve problems. (Evaluating)
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Module I: Pointers and Structures (6 hours)

a  Pointers:chainofpointers,pointersandarrays,arrayofpointers,pointertofunctions-passing parameters by
value and by reference, dynamic memory allocation;Recursion.

b  Structures: pointers andstructures.

¢ Files: Sequential file handling, Indexed Sequential files, Reading and writing in random access files.

Module II: Preliminaries (3 hours)
Introduction to Data Structures; Development and analysis of algorithms.

Module Ill: Linear Data Structures (8 hours)
Arrays; Stacks and stack application; Queues; Linked lists, circular and doubly linked lists.

Module IV: Non-linear Data structures (8 hours)

a  Binary trees; representation in memory, traversals andoperations.

b Introduction to graphs, sequential representation of graphs, graph traversals- BFS, DFS, Shortest path
algorithms -( Dijkstra’s) Minimum Spanning trees - (Kruskal’s,Prim’s)

Module V: Advanced Data Structures (10 hours)
Binary search trees, AVL trees, B trees.

Module V: Sorting and Searching (10 hours)
Searchinganddatamodification:Linearsearch,binarysearch,hashingtechniquesandcollision resolution

Sorting techniques: selection, insertion, quick, radix, merge, merge-sort and heap sort.

Suggested Readings

1 Lipschutz, S., Data structures, Indian Adapted Ed, Tata McGraw Hill Publishing Company Limited, New
Delhi,2006

2  Gilberg, Richard F. Forouzan, and Behrouz A., Data Structures, 2nd Ed, Course Technology,Cengage
Learning, New Delhi, 2005.

3 Pai,GA,DataStructuresandAlgorithms,1stEd, TataMcgrawHillPublishingCompanyLimited,New
Delhi,2008.

4  Langsam,Augenstein,andTanenbaum,DataStructuresUsingCAndC++,2ndEd,PhiPublication,
New Delhi, 2007.

5 Krishnamoorthy R., Kumaravel, and G .Indirani, Data Structures Using C, 1st Ed., Tata Mcgraw Hill
Publishing Company Limited, New Delhi,2008.

6 Horowitz,Sahni,SusanFreed,FundamentalsofDataStructuresinC,2"Edition,Universitypress,
1997

7  AmiyaKumarRath,AlokKumarlagdev,DataStructuresusingC,2" Edition,ScitechPublication,New
Delhi,2009

Mapping of COs to Syllabus

Course M1 M2 M3 M4 M5
Outcomes

co1l H M

Cco2 H H H

co3 H H

Cco4 L H H
CO5 M M H
Co6 L H
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CSOA0083: COMPUTER ORGANIZATION & ARCHITECTURE
(3 credits — 45 hours)

Course Outcomes

1. Recall the architecture and organization of major components of modern computer systems.
(Remembering)

2. Explain the functioning and interconnection of major components of computer systems and different
design issues associated with the design of any architecture. (Understanding)

3. Apply logic in designing simple control unit, instruction sets, instruction format, buses and register set etc.
(Applying)

4. Compare and Analyse different styles, strategies and formats adopted for designing the instruction set,
register set, memory organization and I/O transfer.(Analysing)

5. Assess various architectures and their design considerations. (Evaluating)
CO6: Construct and organize a new architecture by considering various design issues in order to make it
more efficient with less overhead. (Creating)

Module I Introduction (8 hours)

Number representation; fixed and floating point number representation, IEEE standard for floating point
representation. Error detection and correction codes: Hamming code. Digital computer generation, computer
types and classifications, functional units and their interconnections, buses, bus architecture, types of buses and
bus arbitration. Register, bus and memory transfer. Introduction to x86 architecture.

Module Il Central Processing Unit (8 hours)

Addition and subtraction of signed numbers, look ahead, carry adders. Multiplication: Signed operand
multiplication, Booth’s Multiplication Algorithm; Division Algorithm and array multiplier. Division and logic
operations. Floating point arithmetic operation, Processor organization, general register organization, stack
organization and addressing modes.

Module 11l Control Unit (10 hours)

Instruction types, formats, instruction cycles and subcycles (fetch and execute etc), micro- operations, execution
of a complete instruction. Hardwired and microprogrammed control: microprogramme sequencing, wide
branch addressing, and microinstruction with next address field, prefetching microinstructions, concept of
horizontal and vertical microprogramming.

Module IV Memory (8 hours)

Basic concept and hierarchy, semiconductor RAM memories, 2D and 2 1/2D memory organization. ROM
memories. Cache memories: concept and design issues ( performance, address mapping and replacement)
Auxiliary memories: magnetic disk, magnetic tape and optical disks Virtual memory: concept implementation.

Module V Input / Output (8 hours)

Peripheral devices, 1/0 interface, 1/O ports, Interrupts: interrupt hardware, types of interrupts and exceptions.
Modes of Data Transfer: Programmed 1/0O, interrupt initiated 1/O and Direct Memory Access., I/O channels and
processors. Serial Communication: Synchronous and asynchronous communication, standard communication
interfaces.

Module VI Pipelining (8 hours)

Basic Concepts, performance, floating point arithmetic, operations, instruction pipelining in RISC, pipelining in
computer arithmetic, Data Hazard, Instruction hazard, Influence on Instruction set, datapath and controls
consideration, Superscalar Operation.

Suggested Readings
1. William Stallings, Computer Organization, PHI
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2. Vrunesic,Hamacher and Zaky, Computer Organization, TMH

3. M. Morris Mano, Computer System Architecture, PHI

4. Patterson, Computer Organisation and Design, Elsevier Pub. 2009

5. John P Hayes, Computer Organization, McGraw Hill

6. K.K Tripathi, Rajesh K. Gangawar, Microprocessor and its Applications, Acme Learning, New Delhi, 2010
7. Brey, Barry B, INTEL Microprocessors, PHI

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H
co2 H H M
co3 H H H
co4 H H H H
Cco5 H H L
cOo6 H H M M M

CSRD0084: DATABASE MANAGEMENT SYSTEMS
(3 credits — 45 hours)

Course Outcomes

1. Define the fundamental concepts necessary for designing, using and implementing database systems and
applications. (Remembering)

2. Explain the core terms, concepts, and tools of relational database management systems. (Understanding)

3. Apply the techniques, components and tools of a typical database management system to build a
comprehensive database information system. (Applying)

4. Apply relational algebra, TRC, and SQL to solve queries related to database tables. (Applying)

5. Compare and contrast all the physical file storage techniques and various facilities provided by database
management systems. (Analyzing)

6. Evaluate and justify the database-related design diagrams related to any database project. (Evaluating)

7. Design ER-diagrams and corresponding schema diagrams for handling database projects. (Creating)

Module I (10 hours)

a. Database System Architecture - Data Abstraction, Data Independence, Data Definitions and Data
Manipulation Languages.
b. Data models - Entity Relationship(ER), Enhanced Entity Relationship (EER): specialization, Aggregation,

Mapping ER Model to Relational Model, Network. Relational and Object Oriented Data Models, Integrity
Constraints and Data Manipulation Operations.

Module 11 (18 hours)

Relation Query Languages, SQL queries for retrieval and data changing commands, Relational Algebra, Tuple and
Domain Relational Calculus, SQL and QBE. Relational Database Design: Domain and Data dependency, Armstrong’s
Axioms, Normal Forms, Dependency Preservation, Lossless design.

Module 11l (8 hours)
Query Processing and Optimization: Evaluation of Relational Algebra Expressions, Query Equivalence, Join
strategies, Query Optimization Algorithms.

Module IV (10 hours)
a. Storage Strategies: Indices, B-Trees, Hashing, Transaction processing: Recovery and Concurrency Control,
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Locking and Timestamp based Schedulers, Multiversion and Optimistic Concurrency Control Schemes.
b. Advanced topics: Object-Oriented and Object Relational databases. Logical Databases, Web Databases,
Distributed Databases, Data Warehouse and Data Mining.

Suggested Readings

1. Ramez Elmasri and Shamkant B Navathe, Fundamentals of Database Systems, 5th Edition, Pearson Education
2. Abraham Silberschatz, Henry F Korth and S Sudarshan, Database System Concepts, 5th Edition, Mc-Graw Hill.
3. C.J. Date, Introduction to Database Systems, 8th ed., Pearson Education.

4. Bipin Desai, An introduction to Database System, Galgotia Publication.

Mapping of COs to Syllabus

Module | Module Il Module lll | Module IV

co1 H
CO2 H
Co3
CO4
CO5
CO6
CO7

<4 ESEA RS

zlz|z|z|T|=
T|T|T|=2|=2

CSRD0084: DATABASE MANAGEMENT SYSTEMS
(3 credits — 45 hours)

Course Outcomes

8. Define the fundamental concepts necessary for designing, using and implementing database systems and
applications. (Remembering)

9. Explain the core terms, concepts, and tools of relational database management systems. (Understanding)

10. Apply the techniques, components and tools of a typical database management system to build a
comprehensive database information system. (Applying)

11. Apply relational algebra, TRC, and SQL to solve queries related to database tables. (Applying)

12. Compare and contrast all the physical file storage techniques and various facilities provided by database
management systems. (Analyzing)

13. Evaluate and justify the database-related design diagrams related to any database project. (Evaluating)

14. Design ER-diagrams and corresponding schema diagrams for handling database projects. (Creating)

Module 1 (10 hours)

a. Database System Architecture - Data Abstraction, Data Independence, Data Definitions and Data
Manipulation Languages.
b. Data models - Entity Relationship(ER), Enhanced Entity Relationship (EER): specialization, Aggregation,

Mapping ER Model to Relational Model, Network. Relational and Object Oriented Data Models, Integrity
Constraints and Data Manipulation Operations.

Module 11 (18 hours)

Relation Query Languages, SQL queries for retrieval and data changing commands, Relational Algebra, Tuple and
Domain Relational Calculus, SQL and QBE. Relational Database Design: Domain and Data dependency, Armstrong’s
Axioms, Normal Forms, Dependency Preservation, Lossless design.

Module 11l (8 hours)
Query Processing and Optimization: Evaluation of Relational Algebra Expressions, Query Equivalence, Join
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strategies, Query Optimization Algorithms.

Module IV (10 hours)

a. Storage Strategies: Indices, B-Trees, Hashing, Transaction processing: Recovery and Concurrency Control,
Locking and Timestamp based Schedulers, Multiversion and Optimistic Concurrency Control Schemes.

b. Advanced topics: Object-Oriented and Object Relational databases. Logical Databases, Web Databases,
Distributed Databases, Data Warehouse and Data Mining.

Suggested Readings

1. Ramez Elmasri and Shamkant B Navathe, Fundamentals of Database Systems, 5th Edition, Pearson Education
2. Abraham Silberschatz, Henry F Korth and S Sudarshan, Database System Concepts, 5th Edition, Mc-Graw Hill.
3. C.J. Date, Introduction to Database Systems, 8th ed., Pearson Education.

4. Bipin Desai, An introduction to Database System, Galgotia Publication.

Mapping of COs to Syllabus

Module | Module Il Module lll | Module IV

co1 H
Co02 H
Co3
co4
CO5
CO6
co7

rdESEAEA RS

dHEIE R
ol = = S P Pl

CSADO0085: DESIGN AND ANALYSIS OF ALGORITHMS
(3 credits — 45 hours)

Course Outcomes

1. Define algorithms, importance of analysis of an algorithm and their asymptotic bounds and relate the

different types of problem and their solutions. (Remembering)

2. Explain different design strategies such as brute force, divide and conquer, dynamic programming, greedy
and backtracking used for the design of algorithms. (Understanding)
Build algorithms for given problems. (Applying)
Compare and analyze different design strategies. (Analyzing)
Assess various algorithms in terms of correctness, computation cost and memory space used. (Evaluating)
Formulate new algorithms for given problems by using most appropriate algorithmic strategy
considering the problem domain. (Creating)

ouneEw

Module I (9 hours)

a. Basic Concepts of Algorithms: Introduction, Notion of Algorithm, Fundamentals of Algorithmic Solving,
Important Problem types, Fundamentals of the Analysis Framework — Asymptotic Notations and Basic Efficiency
Classes.

b. Mathematical Aspects and Analysis of Algorithms: Mathematical Analysis of Non-recursive Algorithm,
Mathematical Analysis of Recursive Algorithm — Example: Fibonacci Numbers, Empirical Analysis of Algorithms,
Algorithm Visualization. (12 hours)

Module Il (9 hours)

Analysis of Sorting and Searching Algorithms: Brute Force — Selection Sort and Bubble Sort — Sequential Search and
Brute-force string matching — Divide and conquer — Merge sort — Quick Sort — Binary Search — Binary tree-Traversal
and Related Properties — Decrease and Conquer — Insertion Sort — Depth first Search and Breadth First Search.
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Module 11l (10 hours)

Algorithmic Techniques: Transform and conquer — Presorting — Balanced Search trees — AVL Trees — Heaps and
Heap sort — Dynamic Programming — Warshall’s and Floyd’s Algorithm — Optimal Binary Search trees — Greedy
Techniques — Prim’s Algorithm — Kruskal’s Algorithm — Dijkstra’s Algorithm — Huffman trees. Branch and-Bound and
Backtracking methodologies for the design of algorithms; Illustrations of these techniques for Problem-Solving

Module IV (9 hours)
Tractable and Intractable Problems: Computability of Algorithms, Computability classes — P, NP, NP-complete and
NP-hard. Cook’s theorem, Standard NP-complete problems and Reduction techniques.

Module V (8 hours)
Advanced Topics: Approximation algorithms, Randomized algorithms, Class of problems beyond NP — P SPACE

Suggested Readings

1. Introduction to Algorithms, 4TH Edition, Thomas H Cormen, Charles E Lieserson, Ronald L Rivest and Clifford
Stein, MIT Press/McGraw-Hill.

2. Fundamentals of Algorithms — E. Horowitz et al.

3. Algorithm Design, 1ST Edition, Jon Kleinberg and EvaTardos, Pearson.

4. Algorithm Design: Foundations, Analysis, and Internet Examples, Second Edition, Michael T Goodrich and
Roberto Tamassia, Wiley.

5. Algorithms -- A Creative Approach, 3RD Edition, UdiManber, Addison-Wesley, Reading, MA.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H M M L L
Cco2 H H L L L
Cco3 M M H H L
CO4 M M H L M
COo5 L M M H M
Co6 M M M H M

CSMF0086: MATHEMATICAL FOUNDATION OF COMPUTER SCIENCE
(3 credits)

Objectives
¢ To understand the mathematical fundamentals that are prerequisites for a variety of courses like Data
mining, Network protocols, analysis of Web traffic, Computer security, Software engineering, Computer
architecture, operating systems, distributed systems, Bioinformatics, Machinelearning.
¢ To develop the understanding of the mathematical and logical basis to many modern techniques in
information technology like machine learning, programming language design, andconcurrency.
e Tostudy various sampling and classificationproblems.

Course Outcomes
1. Define and Recall the basic notions of discrete and continuous probability (Remembering)
2. Explain the methods of statistical inference, and the role that sampling distributions play in those methods
(Understanding).
3. Apply discrete mathematics in formal representation of various computing constructs. (Applying)
Analyse the recent trends in distribution functions in various interdisciplinary fields (Analysing)
5. Evaluating the basic notions of Mathematics in the application areas of Computer Science & Engineering

»
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(Evaluating).
6. Elaborate the importance of analytical problem solving approach in engineering problems (Creating).

Module | (7 hours)

Probability mass, density, and cumulative distribution functions, parametric families of distributions, Expected value,
variance, conditional expectation, Applications of the univariate and multivariate Central Limit Theorem, Probabilistic
inequalities, Markov chains

Module 1l (7 hours)
Random samples, sampling distributions of estimators, Methods of Moments and Maximum Likelihood

Module 11l (8 hours)
Statistical inference, Introduction to multivariate statistical models: regression and classification problems, principal
components analysis, The problem of overfitting model assessment.

Module IV (9 hours)
GraphTheory:lsomorphism,Planargraphs,graphcolorings,HamiltoncircuitsandEulercycles.Permutations and Combinations
with and without repetition.Specialized techniques to solve combinatorial enumeration problems.

Module V (10 hours)
Computer science and engineering applications: Data mining, Network protocols, analysis of Web traffic, Computer security,
Software engineering, Computer architecture, operating systems, distributed systems, Bioinformatics, Machine learning.

Module VI (4 hours)
RecentTrendsinvariousdistributionfunctionsinthemathematicalfieldofcomputerscienceforvaryingfields like bioinformatics,
soft computing, and computervision.

Suggested Readings
1 John Vince, Foundation Mathematics for Computer Science,Springer.
2. K.Trivedi.ProbabilityandStatisticswithReliability,Queuing,andComputerScienceApplications. Wiley.
3. M. Mitzenmacher and E. Upfal.Probability and Computing: Randomized Algorithms and
ProbabilistiAnalysis.
4. Alan Tucker, Applied Combinatorics,Wiley

CSDT0087: ADVANCED DATA STRUCTURES
(3 credits)

Objectives:
e Thestudentshouldbeabletochooseappropriatedatastructures,understandtheADT/libraries,anduse it to
design algorithms for a specificproblem.
¢ Studentsshouldbeabletounderstandthenecessarymathematicalabstractiontosolveproblems.
¢ Tofamiliarizestudentswithadvancedparadigmsanddatastructureusedtosolvealgorithmicproblems.
e Students should be able to come up with analysis of efficiency and proof ofcorrectness.

Course Outcomes
1. Recall the mathematical background and abstractions for analysis of algorithms. (Remembering)
2. Explain the implementation of symbol tables using hashing techniques. (Understanding)
3. Apply amortized analysis on data structures, including binary search trees, mergeable heaps, and disjoint sets.
(Applying)
4. Develop and Analyse algorithms for red-black trees, B-trees and Splay trees. (Analysing)
Develop and evaluate algorithms for text processing applications.(Evaluating)
6. Choose suitable data structures and develop algorithms for computational geometry problems. (Creating)

v
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Module | (7 Hours)

Dictionaries: Definition, Dictionary Abstract Data Type, Implementation ofDictionaries.

Hashing: Review of Hashing, Hash Function, Collision Resolution Techniques inHashing, Separate Chaining, Open Addressing,
Linear Probing, Quadratic Probing,Double Hashing, Rehashing, Extendible Hashing.

Module Il (5 Hours)
Skip Lists: Need for Randomizing Data Structures and Algorithms, Search andUpdate Operations on Skip Lists, Probabilistic
Analysis of Skip Lists, DeterministicSkip Lists

Module 11l (7 Hours)
Trees:Binary Search Trees, AVL Trees, Red Black Trees, 2-3 Trees, B-Trees, SplayTrees

Module IV (11 Hours)

Text Processing: Sting Operations, Brute-Force Pattern Matching, The BoyerMoore Algorithm, The Knuth- Morris-Pratt
Algorithm, Standard Tries, CompressedTries, Suffix Tries, The Huffman Coding Algorithm, The Longest Common,
Subsequence Problem (LCS), Applying Dynamic Programming to the LCS Problem.

Module V (10 Hours)
ComputationalGeometry:OneDimensionalRangeSearching, TwoDimensionalRangeSearching,Constructing a Priority Search
Tree, Searching a Priority SearchTree, Priority Range Trees, Quadtrees, k-DTrees.

Module VI (5 Hours)
RecentTrendsinHashing, Trees,andvariouscomputationalgeometrymethodsforefficientlysolvingthenew evolvingproblem

Suggested Readings
1. Mark Allen Weiss, Data Structures and Algorithm Analysis in C++, 2nd Edition, Pearson,2004.
2. M T Goodrich, Roberto Tamassia, Algorithm Design, John Wiley,2002.

Mapping of COs to Syllabus

Module | Module I Module 11l Module IV Module V Module

Vi

co1 M M

co2 M H H

co3 M M M H

co4 H M

CO5 M H

CO6 M H

CSSC0088: DATA SCIENCE
(3 credits)
Objectives:
e Provide you with the knowledge and expertise to become a proficient datascientist.
¢ Demonstrateanunderstandingofstatisticcandmachinelearningconceptsthatarevitalfordatascience
e Produce Python code to statistically analyse adataset
e Criticallyevaluatedatavisualisationsbasedontheirdesignanduseforcommunicatingstoriesfromdata

Course Outcomes
1. Define the basics of the knowledge and expertise required to become a proficient data scientist. (Remembering)
2. Demonstrate an understanding of statistics and machine learning concepts that are vital for data science.
(Understanding)
3. Develop Python code to statistically Analyse a dataset. (Applying)

ADBU | Regulations and Syllabus|2021-22 | 113



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

4. Analyse data visualizations based on their design (Analysing)
5. Evaluate the use of communicating stories from data (Evaluating)
6. Design and develop analytical report (Creating)

Module | (5 Hours)
Introductiontocoreconceptsandtechnologies:Introduction, Terminology,datascienceprocess,datascience toolkit, Types of data,
Exampleapplications.

Module Il (7 Hours)
Datacollectionandmanagement:Introduction,Sourcesofdata,DatacollectionandAPls,Exploringandfixing data, Data storage and
management, Using multiple datasources

Module 11l (10 Hours)

Data analysis: Introduction, Terminology and concepts, Introduction to statistics, Central tendencies and distributions,
Variance,Distribution properties and arithmetic, Samples/CLT, Basic machine learning algorithms, Linear regression, SVM,
NaiveBayes.

Module IV (10 Hours)
Data visualisation:Introduction, Types of data visualisation,Data for visualisation:Data types, Data encodings, Retinal variables,
Mapping variables to encodings, Visual encodings.

Module V (6 Hours)
Applications of Data Science, Technologies for visualisation, Bokeh (Python)

Module VI (7 Hours)
Recent trends in various data collection and analysis techniques, various visualization techniques, application development
methods used in data science.

Suggested Readings
1. Cathy O’Neil and Rachel Schutt. Doing Data Science, Straight Talk From The Frontline.O’Reilly.
2. Jure Leskovek, AnandRajaraman and Jeffrey Uliman. Mining of Massive Datasets. v2.1, Cambridge
UniversityPress.

Mapping of COs to Syllabus

Module | Module I Module 11l Module IV Module V Module

Vi

co1 M M

co2 H M H

co3 M H

co4 H M

CcOo5 M H

Cco6 M H

CSDI0089: DISTRIBUTED SYSTEMS
(3 Credits)

Objectives: To introduce the fundamental concepts and issues of managing a large volume of shared data in a
parallel and distributed environment, and to provide insight into related research problems.

Course Outcomes
1. Recall the fundamental concepts and issues of managing a large volume of shared data in a parallel and distributed
environment. (Remembering)
2. Explain the distributed system architecture and its application in various fields. (Understanding)
3. Apply network virtualization and analyse pros and cons.(Applying)
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4. Analyse design trends in distributed systems. (Analysing)
5. Formulate and evaluate remote method invocation and objects. (Evaluating, Creating)

Module | (8 Hours)

Introduction: Distributed data processing; What is a DDBS; Advantages and disadvantages of DDBS;Problem areas; Overview
of database and computer network concepts Distributed database management system architecture:Transparencies in a
distributed DBMS; Distributed DBMS architecture; Global directory issues

Module 1l (10 Hours)

Distributed database design: Alternative design strategies; Distributed design issues; Fragmentation; Data allocation
Semantics data control:View management; Data security; Semantic Integrity Control Query processing issues: Objectives of
query processing; Characterization of query processors; Layers of query processing; Query decomposition; Localization of
distributed data.

Module 11l (10 Hours)

Distributed query optimization: Factors governing query optimization; Centralized query optimization; Ordering of
fragment queries; Distributed query optimization algorithms

Transaction management:The transaction concept; Goals of transaction management; Characteristics of transactions;
Taxonomy of transactionmodels

Concurrency control: Concurrency control in centralized database systems; Concurrency control in DDBSs; Distributed
concurrency control algorithms; Deadlock management

Module IV (7 Hours)

Reliability issues in DDBSs; Types of failures; Reliability techniques; Commit protocols; Recovery protocols
Module V (6 Hours)

Parallel database systems:Parallel architectures; parallel query processing and optimization; load balancing
Module VI (4 Hours)

Advanced topics:Mobile Databases, Distributed Object Management, Multi-databases

Suggested Readings
1 Principles of Distributed Database Systems, M.T. Ozsu and P.Valduriez, Prentice-Hall,1991.
2. Distributed Database Systems, D. Bell and J. Grimson, Addison-Wesley,1992.

Mapping of COs to Syllabus

Module | Module I Module 11l Module IV Module V Module
Vi
co1 H M
co2 H H M
co3 M H M
co4 H M M
CcOo5 M H

CSDP0090: DATA PREPARATION AND ANALYSIS
(3 Credits)

Objective: To prepare the data for analysis and develop meaningful Data Visualizations

Course Outcomes

List the data gathering and preparation techniques. (Remembering)

Explain the techniques as per utilisation. (Understanding)

Apply explorative analysis techniques. (Applying)

Analyse results after application of explorative analysis techniques. (Analysing)
Evaluate the data visualisation outcomes (Evaluating)

uhWwNE
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Formulate efficient techniques for data preparation and analysis. (Creating)

Module | (9 Hours)
Data Gathering and Preparation: Data formats, parsing and transformation, Scalability and real- time issues

Module Il (10 Hours)
Data Cleaning: Consistency checking, Heterogeneous and missing data, Data Transformation And segmentation

Module 11l (12 Hours)
Exploratory Analysis: Descriptive and comparative statistics, Clustering and association, Hypothesis generation

Module IV (14 Hours)
Visualization:Designingvisualizations,Timeseries,Geolocateddata,Correlationsandconnections,Hierarchies and
networks,interactivity

Suggested Readings

1.

Making sense of Data : A practical Guide to Exploratory Data Analysis and Data Mining, by Glenn J. Myatt

Mapping of COs to Syllabus

Module | Module I Module 11l Module IV
co1 H
c02 H H M
co3 M H
co4 M H
Cco5 M
co6 H

CSRS0091: RECOMMENDER SYSTEM
(3 Credits)

Objectives:

To learn techniques for making recommendations, including non-personalized, content-based, and
collaborativefiltering
Toautomateavarietyofchoice-makingstrategieswiththegoalofprovidingaffordable,personal,andhigh-
qualityrecommendations

Course Outcomes

1.

Relate techniques for making recommendations, including non-personalized, content- based, and collaborative
filtering (Remembering)

Illustrate automation of a variety of choice-making strategies with the goal of providing affordable, personal, and
high-quality recommendations.(Understanding)

Apply techniques for making recommendations, including non-personalized, content- based, and collaborative
filtering (Applying)

Analyse the choice-making strategies with the goal of providing affordable, personal, and high-quality
recommendations. (Analysing)

Evaluate recommender systems on the basis of metrics such as accuracy, rank accuracy, diversity, product
coverage, and serendipity.(Evaluating)

Design recommendation system for a particular application domain. (Creating)

Module I (8 Hours)

Introduction: Overview of Information Retrieval, Retrieval Models, Search and Filtering, Techniques:
RelevanceFeedback,UserProfiles,Recommendersystemfunctions,Matrixoperations,covariancematrices,
Understandingratings,Applicationsofrecommendationsystems,Issueswithrecommendersystem.
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Module Il (8 Hours)

Content-based Filtering: High level architecture of content-based systems,Advantages and drawbacks of content based
filtering, Item profiles, Discovering features of documents, pre- processing and feature extraction, Obtaining item features
from tags, Methods for learning user profiles, Similarity based retrieval, Classification algorithms.

Module 11l (8 Hours)
CollaborativeFiltering:User-basedrecommendation,ltem-basedrecommendation,Modelbasedapproaches, Matrix
factorization, Attacks on collaborative recommendersystems.

Module IV (8 Hours)

Hybrid approaches: Opportunities for hybridization, Monolithic hybridization design: Feature combination,
Featureaugmentation,Parallelizedhybridizationdesign:Weighted,Switching,Mixed,Pipelinedhybridization design: Cascade,
Meta-level, Limitations of hybridizationstrategies

Module V (5 Hours)
EvaluatingRecommenderSystem:Introduction,Generalpropertiesofevaluationresearch,Evaluationdesigns: Accuracy,
Coverage, confidence, novelty, diversity, scalability, serendipity, Evaluation on historical datasets, Offlineevaluations.

Module VI (8 Hours)
Types of Recommender Systems: Recommender systems in personalized web search, knowledge- based recommender
system, Social tagging recommender systems, Trust-centric recommendations, Group recommender systems.

Suggested Readings

1 Jannach D., Zanker M. and FelFering A., Recommender Systems: An Introduction, Cambridge University
Press (2011), 1sted.
Charu C. Aggarwal, Recommender Systems: The Textbook, Springer (2016), 1sted.
RicciF.,RokachL.,ShapiraD.,KantorB.P.,RecommenderSystemsHandbook,Springer(2011),1sted.
Manouselis N., Drachsler H., Verbert K., Duval E., Recommender Systems For Learning, Springer (2013),
1sted.

ESTUNN

Mapping of COs to Syllabus

Module | Module I Module 11l Module IV Module V Module
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CSML0092: MACHINE LEARNING
(3 Credits)

Objectives:
e Tolearn the concept of how to learn patterns and concepts from data withoutbeing
o explicitly programmed in various I0Tnodes.
¢ Todesign and analyse various machine learning algorithms and techniques with amodern
¢ outlook focusing on recentadvances.
e Exploresupervisedandunsupervisedlearningparadigmsofmachinelearning.
¢ ToexploreDeeplearningtechniquesandvariousfeatureextractionstrategies.
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Course Outcomes
1. Relate how to learn patterns and concepts from data without being explicitly programmed in various IOT
nodes.(Remembering)
2. |lllustrate supervised and unsupervised learning paradigms of machine learning. (Understanding)
3. Design and analyse various machine learning algorithms and techniques with a modern outlook focusing on
recent advances.(Applying, Analysing)
4. Examine the Deep learning techniques and various feature extraction strategies. (Analysing)
Evaluate the results and compare in a different environment to have best results. (Evaluating)
6. Create applications as per the requirements in a suitable environment. (Creating)

o

Module | (10Hours) Supervised Learning (Regression/Classification)

Basic methods: Distance-based methods, Nearest-Neighbours, Decision Trees, Naive Bayes, Linear models:
LinearRegression,LogisticRegression,GeneralizedLinearModels,SupportVectorMachines,Nonlinearityand Kernel Methods,
Beyond Binary Classification: Multi-class/Structured Outputs,Ranking

Module Il (7 Hours) Unsupervised Learning
Clustering: K-means/Kernel K-means, Dimensionality Reduction: PCA and kernel PCA, Matrix Factorization and Matrix
Completion, Generative Models (mixture models and latent factor models)

Module 11l (6 Hours)
Evaluating Machine Learning algorithms and Model Selection, Introduction to Statistical, Learning Theory, Ensemble
Methods (Boosting, Bagging, RandomForests)

Module IV (8 Hours)
Sparse Modeling and Estimation, Modeling Sequence/Time-Series Data, DeeplLearning and Feature Representation Learning

Module V (8 Hours)

Scalable Machine Learning (Online and Distributed Learning) A selection from some other advanced topics, e.g., Semi-
supervised Learning, Active Learning, Reinforcement Learning, Inference in Graphical Models, Introduction to Bayesian
Learning and Inference

Module VI (6 Hours)
Recent trends in various learning techniques of machine learning and classification methods for IOT applications. Various
models for IOT applications.

Suggested Readings
1. Kevin Murphy, Machine Learning: A Probabilistic Perspective, MIT Press,2012

2. TrevorHastie,RobertTibshirani,JeromeFriedman,TheElementsofStatisticalLearning,Springer 2009
(freely availableonline)
3. Christopher Bishop, Pattern Recognition and Machine Learning, Springer,2007.

Mapping of COs to Syllabus

Module | Module Il Module lll | Module IV Module V Module VI
co1 H M
Cco2 H H M
co3 H
coO4 H M
CO5 M M H M
co6 H
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CSTNO0093: DATA STORAGE TECHNOLOGIES AND NETWORKS
(3 Credits)

Objective:To provide learners with a basic understanding of Enterprise Data Storage and
ManagementTechnologies

Course Outcomes

Recall the various data storage techniques (Remembering)

Explain the basic understanding of Enterprise Data Storage and Management Technologies (Understanding)
Experiment with Storage System Architecture (Applying)

Analyse the Virtualization Technologies and Storage Area Network (Analysing)

Evaluate and deploy an efficient technique for data storage. (Evaluating & Creating)

vk wNE

Module | (7 Hours)
Storage Media and Technologies — Magnetic, Optical and Semiconductor Media,Techniques for read/write Operations, Issues
and Limitations.

Module Il (8Hours)
Usage and Access — Positioning in the Memory Hierarchy, Hardware and Software, Design for Access, Performanceissues.

Module 11l (7 Hours)
Large Storages — Hard Disks, Networked Attached Storage, Scalability issues, networking issues.

Module IV (8 Hours)
Storage Architecture- Storage Partitioning, Storage System Design, Caching, Legacy Systems.

Module V (10 Hours)
Storage Area Networks — Hardware and Software Components, Storage Clusters/Grids. Storage QoS— Performance, Reliability,
and Security issues.

Module VI (5 Hours)
Recent Trends related to Copy data management, Erasure coding, and Software Defined Storage appliances.

Suggested Readings
1. The Complete Guide to Data Storage Technologies for Network- centric Computing Paperback— Import,
Mar 1998 by Computer Technology ResearchCorporation
2. Data Storage Networking: Real World Skills for the CompTIA Storage by NigelPoulton

Mapping of COs to Syllabus

Module | Module Il Module lll | Module IV Module V Module VI
co1 H M
CO2 H H M
co3 H
co4 H M
CcO5 M M H M

CSWAO0094: WIRELESS ACCESS TECHNOLOGIES
(3 credits)
Objectives:
e Overview of wireless access technologies, Fixed wireless access networks. Terminal mobility issues
regarding wireless access to Internet
e Introduction to various Network topologies, hotspot networks, Communication links: point-to- point,
point-to-multipoint, multipoint-to-multipoint.
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e To provide an overview of Standards for most frequently used wireless access networks: WPAN, UWB,
WLAN, WMAN, WWAN. Network services. Wireless access networks planning, design and installation.

e Toget an insight of Wireless networking security issues, Wireless access network exploitation and
management, software requirements, link quality control.

Course Outcomes
1. Recall basics of wireless access technologies, Fixed wireless access networks and terminal mobility issues regarding
wireless access to the Internet (Remembering)
Explain the various Network topologies, hotspot networks and Communication links. (Understanding)
Explain the standards for most frequently used wireless access networks. (Understanding)
Planning, design and installation of Wireless access networks (Applying)
Analyse and get an insight of Wireless networking security issues, Wireless access network exploitation and
management, software requirements and link quality control. (Analysing)
Estimate the requirements of accessories to establish a network (Evaluating)
7. Establish a network as per requirements. (Creating)

vk wn

o

Module | (7 Hours)

Necessity for wireless terminals connectivity and networking. Wireless networking advantages and disadvantages, Overview
of wireless access technologies. Narrowband and broadband networks, fixed and nomadic networks. Wireless local loop
(WLL), Public Switched Telephone Network (PSTN) interfaces.

Module Il (7 Hours)

Fixed wireless access (FWA) networks, frequency bands for different networks. Criterions for frequency bands allocation,
Network topologies, hotspot networks. Communication links: point- to-point (PTP), point to multipoint (PMP), multipoint-to-
multipoint (MTM).

Module 11l (9 Hours)

Standards for most frequently used wireless access networks: WPAN (802.15, Bluetooth, DECT, IrDA), UWB (Ultra-
Wideband), WLAN (802.11, Wi-Fi, HIPERLAN, IrDA), WMAN (802.16, WiMAX, HIPERMAN, HIPERACCESS),

WWAN (802.20), Other technologies for broadband wireless access, Local Multipoint Distribution Service (LMDS),
Multichannel Multipoint Distribution Service (MMDS). Ad Hoc networks, Network services. Services types based on carrier
frequency and bandwidth.

Module IV (9 Hours)

Wireless access networks planning, design and installation. Services provision, legislative and technical aspects, Technical and
economical factors for network planning: expenses, coverage, link capacity, network complexity and carrier-to-interference
ratio (C/l). Base station or access point allocation. Base station and access point equipment. Terminal mobility issues
regarding wireless access to the Internet. Wireless networking security issues.

Module V (8 Hours)

Example of laptop or handheld PC wireless connection in real environment. PC wireless interface equipment. Wireless access
network exploitation and management, software requirements, link quality control. Business model, wireless network
services market, market research and marketing, service providers, wireless data application service providers (WDASP) and
their role on the public telecommunication services market, billing systems.

Module VI (8 Hours)
Recent trends in wireless networking and various access mechanisms, new standards of wireless communication.

Suggested Readings

1 M. P.Clark, Wireless Access Networks: Fixed Wireless Access and WLL networks -- Design and Operation,
John Wiley & Sons, Chichester

2 D. H. Morais, Fixed Broadband Wireless Communications: Principles and Practical Applications, Prentice
Hall, Upper Saddle River

3. R.Pandya, Introduction to WLLs: Application and Deployment for Fixed and Broadband Services, IEEE Press,
Piscataway
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Module | Module Il Module Il Module IV | Module V Module VI
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CSMS0095: MOBILE APPLICATIONS AND SERVICES
(3 Credits)
Objectives
e This course presents the three main mobile platforms and their ecosystems, namely Android, iOS,
and PhoneGap/WebOS.
e It explores emerging technologies and tools used to design and implement feature-rich mobile
applications for smart phones and tablets.
e It also take into account both the technical constraints relative to storage capacity, processing
capacity, display screen, communication interfaces, and the user interface, context and profile
Course Outcomes
1. Relate and explain the emerging technologies and tools used to design and implement feature-rich
mobile applications for smartphones and tablets. (Remembering, Understanding)
2. Building the applications for different platform. (Applying)

3. Analyze the technical constraints relative to storage capacity, processing capacity, display screen,
communication interfaces, and the user interface, context and profile. (Analyzing)
4. Evaluate the results and compare in different environment to have best outcome. (Evaluating)
5. Create applications as per requirements in suitable environment. (Creating)
Syllabus

Module | (7 Hours)
Introduction: Introduction to Mobile Computing, Introduction to Android Development Environment, Factors in
Developing Mobile Applications, Mobile Software Engineering, Frameworks and Tools, Generic Ul Development
Android User.
Module Il (7 Hours)
More on Uis: VUIs and Mobile Apps, Text-to-Speech Techniques, Designing the Right Ul, Multichannel and
Multimodal Uis, . Storing and Retrieving Data, Synchronization and Replication of Mobile Data, Getting the Model
Right, Android Storing and Retrieving Data, Working with a Content Provider.
Module Il (9 Hours)
Communications via Network and the Web:State Machine, Correct Communications Model, Android Networking
and Web, Telephony Deciding Scope of an App, Wireless Connectivity and Mobile Apps, Android Telephony,
Notifications and Alarms:Performance, Performance and Memory Management, Android Notifications and Alarms,
Graphics, Performance and Multithreading, Graphics and Ul Performance, Android Graphics.
Module IV (9 Hours)
Putting It All Together: Packaging and Deploying, Performance Best Practices, Android Field Service App, Location
Mobility and Location Based Services Android Multimedia: Mobile Agents and Peerto-Peer Architecture, Android
Multimedia.
Module V (8 Hours)
Platforms and Additional Issues: Development Process, Architecture, Design, Technology Selection, Mobile App
Development Hurdles, Testing, Security and Hacking , Active Transactions, More on Security, Hacking Android.
Module VI (5 Hours)
Recent trends inCommunication protocols for IOT nodes, mobile computing techniques in 10T, agents based
communications in IOT.
Suggested Readings

1. Wei-Meng Lee, Beginning Android™ 4 Application Development, 2012 by John Wiley & Sons
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Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H
co2 H M
co3 H M
co4 H H
CcOo5 M H

CSS10096: SMART SENSORS AND INTERNET OF THINGS
(3 Credits)
Objectives
e Able to understand the application areas of I0T.
e Able to realize the revolution of Internet in Mobile Devices, Cloud & Sensor Networks.
e Able to understand building blocks of Internet of Things and characteristics.
Course Outcomes
Explain the revolution of Internet in Mobile Devices, Cloud & Sensor Networks. (Understanding)
Identify the application areas of IOT. (Applying)
Examine the building blocks of Internet of Things and their characteristics. (Analyzing)
Evaluate the results and compare the performance in different environment. (Evaluating)
ConstructloT based products as per requirements for a suitable environment. (Creating)
List and explain the different sensors and illustrate their applications in smart devices.
(Remembering)

ok wnNE

Syllabus

Module I (7 Hours)

Environmental Parameters Measurement and Monitoring: Why measurement and monitoring are important,
effects of adverse parameters for the living being for IOT.

Module Il (7 Hours)

Sensors: Working Principles: Different types; Selection of Sensors for Practical Applications Introduction of
Different Types of Sensors such as Capacitive, Resistive, Surface Acoustic Wave for Temperature, Pressure,
Humidity, Toxic Gas etc.

Module 11l (9 Hours)

Important Characteristics of Sensors: Determination of the Characteristics Fractional order element: Constant
Phase Impedance for sensing applications such as humidity, water quality, milk quality Impedance Spectroscopy:
Equivalent circuit of Sensors and Modelling of Sensors Importance and Adoption of Smart Sensors.

Module IV (10 Hours)

Architecture of Smart Sensors: Important components, their features Fabrication of Sensor and Smart Sensor:
Electrode fabrication: Screen printing, Photolithography, Electroplating Sensing film deposition: Physical and
chemical Vapor, Anodization, Sol-gel

Module V (7 Hours)

Interface Electronic Circuit for Smart Sensors and Challenges for Interfacing the Smart Sensor, Usefulness of Silicon
Technology in Smart Sensor And Future scope of research in smart sensor.

Module VI (5 Hours)

Recent trends in smart sensor for day to day life, evolving sensors and their architecture.

Suggested Readings
2. Yasuura, H., Kyung, C.-M., Liu, Y., Lin, Y.-L.,, Smart Sensors at the loT Frontier, Springer International
Publishing.
3. Kyung, C.-M,, Yasuura, H., Liu, Y., Lin, Y.-L., Smart Sensors and Systems, Springer International Publishing
Mapping of COs to Syllabus

| Module1l | Module 2 | Module 3 Module4 | Module 5 Module 6
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co1 H M

CO02 H M

Co3 H M

Cco4 H M

CO5 H M

CO6 H

CSLF0097: LOGIC AND FUNCTIONAL PROGRAMMING
(3 credits)

Objectives:
 Tofurther the state of the art on the theoretical and practical aspects of developing declarative
programming tools in logic programming for IOT data analysis .
» To introduce basics of functional programming and constraint logic programming for nodes in 10T.
¢ Introduction into formal concepts used as a theoretical basis for both paradigms, basic knowledge
and practical experience.

Course Outcomes

1. Define sensors and relate their data collection technique with various criteria set by the users. (Remembering)

2. Explain the state of the art on the theoretical and practical aspects of developing declarative programming tools in
logic programming for 10T data analysis. (Understanding)

3. Experiment with the basics of functional programming and constraint logic programming for nodes in I0T.
(Applying)

4. Examine the formal concepts used as a theoretical basis for both paradigms, basic knowledge and practical
experience. (Analysing)

5. Evaluate the results and compare in different environments to have best results. (Evaluating)
Create loT based products as per requirements in a suitable environment. (Creating)

Module I (5 Hours)
Proposition Logic: Introduction of logic and Functional Paradigm, Propositional Concepts, Semantic Table , Problem Solving
with Semantic Table.

Module Il (7 Hours)
Natural Deduction and Axiomatic Propositional Logic: Rules of Natural Deduction, Sequent Calculus, Axiomatic Systems, Meta
theorems, Important Properties of AL, Resolution, Resolving Arguments

Module Il (7 Hours)

Introduction to Predicate Logic Objects, Predicates and Quantifiers, Functions, First Order Language, Quantifiers, Scope and
Binding, Substitution, An Axiomatic System for First Order Predicate Logic, Soundness and Completeness, Axiomatic Semantic
and Programming

Module IV (12 Hours)

Semantic Tableaux & Resolution in Predicate Logic: Semantic Tableaux, Instantiation Rules, Problem- solving in Predicate Logic,
Normal forms, Herbrand Universes and H-interpretation, Resolution, Unification, Resolution as a computing Tool,
Nondeterministic Programming, Incomplete Data Structure, Second Order Programming in Prolog, Logic Grammars: Definite
Clause Grammar, A Grammar Interpreter.

Module V (9 Hours)

Lazy and Eager Evaluation strategies: Evaluation Strategies, Lazy Evaluation: Evaluation Order and strictness of
function,Programming with lazy evaluation, Interactive functional program, Delay of unnecessary Computation, Infinite Data
Structure, Eager Evaluation and Reasoning
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Module VI (5 Hours)
Recent trends in logical and functional programming, predicate logics and various evaluation strategies.

Suggested Readings
1 John Kelly, “The Essence of Logic”, Prentice-Hall India.

2. Saroj Kaushik, “Logic and Prolog Programming”, New Age International Ltd

Mapping of COs to Syllabus

Module | Module Il Module Il Module IV | Module V Module VI
cCo1 H M
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CSDF0098: DIGITAL FORENSICS
(3 Credits)

Course Outcomes

1. Recall the computer forensics related features of relevant legislations. (Remembering)

2. Explain the digital forensics related processes and procedures. (Understanding)

3. Utilize e-discovery tools to gather evidence from computers, mobiles, network, emails and the

(Applying)

4. Analyse gathered forensics data to conduct an investigation. (Analysing)

5. Criticize a digital forensics related case. (Evaluating)

6. Formulate plans for investigating real-world cyber-crimes. (Creating)
Module 1 (8 Hours)
Digital Forensics Science: Forensics science, computer forensics, and digital forensics.
Computer Crime: Criminalistics as it relates to the investigative process, analysis of cyber- criminalistics area,
holistic approach to cyber-forensics
Module 2 (7 Hours)
Cyber Crime Scene Analysis: Discuss the various court orders etc., methods to search and seizure electronic
evidence, retrieved and un-retrieved communications, Discuss the importance of understanding what court
documents would be required for a criminal investigation.
Module 3 (8 Hours)
Evidence Management & Presentation: Create and manage shared folders using operating system, importance of
the forensic mindset, define the workload of law enforcement, Explain what the normal case would look like,
Define who should be notified of a crime, parts of gathering evidence, Define and apply probable cause.
Module 4 (10 Hours)
Computer Forensics: Prepare a case, Begin an investigation, Understand computer forensics workstations and
software, Conduct an investigation, Complete a case, Critique a case, Network Forensics: open-source security
tools for network forensic analysis, requirements for preservation of network data.
Module 5 (8 Hours)
Mobile Forensics: mobile forensics techniques, mobile forensics tools. Legal Aspects of Digital Forensics: IT Act
2000, amendment of IT Act 2008
Module 6 (4 Hours)
Recent trends in mobile forensic technique and methods to search and seizure electronic evidence
Suggested Readings

1. John Sammons, The Basics of Digital Forensics,Elsevier

2. John Vacca, Computer Forensics: Computer Crime Scene Investigation, LaxmiPublications

web.
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Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
C02 H
Cco3 M H
Co4 H
CO5 M H
CO6 M H

CSEH0099: ETHICAL HACKING
(3 Credits)
Course Outcomes
1. Recall the features of various cyber laws related to ethical hacking and the code of ethics for ethical
hacking. (Remembering)
2. Explain the terms penetration testing, vulnerability analysis, and malware analysis. (Understanding)
3. Utilize various tools to gather data for penetration testing, vulnerability analysis, and malware analysis.

(Applying)
4. Analyse gathered data to discover vulnerabilities. (Analysing)
5. Assess the exploitability of vulnerabilities present in a software or hardware. (Evaluating) CO6:
6. Maximize a detected vulnerability to hack a computer, mobile or network. (Creating)
Module 1 (9 Hours)

Introduction to Ethical Disclosure: Ethics of Ethical Hacking, Ethical Hacking and the legal system, Proper and
Ethical Disclosure

Module 2 (8 Hours)

Penetration Testing and Tools: Using Metasploit, Using Back Track Live CD Linux Distribution

Module 3 (9 Hours)

Vulnerability Analysis: Passive Analysis, Advanced Static Analysis with IDA Pro, Advanced Reverse Engineering
Module 4 (10 Hours)

Client-side browser exploits, Exploiting Windows Access Control Model for Local Elevation Privilege, Intelligent
Fuzzing with Sulley, From Vulnerability to Exploit

Module 5 (5 Hours)

Malware Analysis: Collecting Malware and Initial Analysis, Hacking Malware
Module 6 (4 Hours)

Case study of vulnerability of cloud platforms and mobile platforms & devices.

Suggested Readings
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1. Shon Harris, Allen Harper, Chris Eagle and Jonathan Ness, Gray Hat Hacking: The Ethical Hackers’
Handbook, TMH Edition
2. Jon Erickson, Hacking: The Art of Exploitation, SPD

Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
Cco1 H M
C02 H
Cco3 M H
Cco4 H
CO5 M H
CO6 M H

CSID0100: INTRUSION DETECTION
(3 Credits)
Course Outcomes
1. Recall the fundamentals and history of Intrusion Detection in order to avoid common pitfalls in  the
creation and evaluation of new Intrusion Detection Systems. (Remembering)
2. Explain the different classes of attacks and anomaly detection systems and algorithms. (Understanding)
3. Identify and describe the parts of all intrusion detection systems and characterize new and emerging IDS
technologies according to the basic capabilities all intrusion detection systems share. (Applying)
4. Compare alternative tools and approaches for Intrusion Detection through quantitative analysis to
determine the best tool or approach to reduce risk from intrusion. (Analysing)
5. Evaluate the security posture of an enterprise. (Evaluating)
6. Formulate a plan to secure an enterprise network using an appropriate intrusion detection system.
(Creating)
Module 1 (9 Hours)
The state of threats against computers, and networked systems-Overview of computer security solutions and why
they fail-Vulnerability assessment, firewalls, VPN’s -Overview of Intrusion Detection and Intrusion Prevention
Network and Host-based IDS
Module 2 (8 Hours)
Classes of attacks - Network layer: scans, denial of service, penetration Application layer: software exploits, code
injection-Human layer: identity theft, root access-Classes of attackers-Kids/hackers/ sop Hesitated groups-
Automated: Drones, Worms, Viruses
Module 3 (8 Hours)
A General IDS model and taxonomy, Signature-based Solutions, Snort, Snort rules, Evaluation of IDS, Cost sensitive
IDS
Module 4 (8 Hours)
Anomaly Detection Systems and Algorithms-Network Behavior Based Anomaly Detectors (rate based)-Host- based
Anomaly Detectors-Software Vulnerabilities State transition, Immunology, Payload Anomaly Detection
Module 5 (8 Hours)
Attack trees and Correlation of alerts-Autopsy of Worms and Botnets-Malware Detection- Obfuscation,
polymorphism-Document vectors
Module 6 (4 Hours)
Email/IM security issues-Viruses/Spam-From signatures to thumbprints to zero day detection- Insider Threat
issues-Taxonomy-Masquerade and Impersonation Traitors, Decoys and Deception- Future: Collaborative Security

Suggested Readings
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1. The Art of Computer Virus Research and Defense, Peter Szor, SymantecPressISBN 0-32130545-3
2. Crimeware, Understanding New Attacks and Defenses, Markus Jakobssonand
ZulfikarRamzan,Symantec Press, ISBN: 978-0-321-50195-0 2008

Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4 Module 5 Module 6

Cco1 H M
C02 H
Cco3 M H M M
Cco4 M H
CO5 M M H
CO6 M H

CSMR0101: MALWARE ANALYSIS & REVERSE ENGINEERING
(3 Credits)
Course Outcomes

1. Recall an insight of fundamentals of malware analysis (Remembering)
Explain the concept of malware and reverse engineering. (Understanding)
Utilize tools and techniques of malware analysis (Applying)
Analyse data with respect to Malware and Kernel Debugging (Analysing)
Evaluate results from analysed data. (Evaluating)
Create an environment to protect malware. (Creating)

ounewnN

Module 1 (11 Hours)

Fundamentals of Malware Analysis (MA), Reverse Engineering Malware (REM)Methodology, Brief Overview of
Malware analysis lab setup and configuration, Introduction to key MA tools and techniques, Behavioral Analysis vs.
Code Analysis, Resources for Reverse-Engineering Malware (REM) Understanding Malware Threats, Malware
indicators, Malware Classification, Examining ClamAV Signatures, Creating Custom ClamAV Databases, Using YARA
to Detect Malware Capabilities, Creating a Controlled and lIsolated Laboratory,Introduction to MA Sandboxes,
Ubuntu, Zeltser’'sREMnux, SANS SIFT, SandboxSetup and Configuration New Course Form, Routing TCP/IP
Connections,Capturing and Analysing Network Traffic, Internet simulation using INetSim,Using Deep Freeze to
Preserve Physical Systems, Using FOG for Cloning and Imaging Disks, Using MySQL Database to Automate FOG
Tasks, Introduction toPython ,Introduction to x86 Intel assembly language, Scanners: Virus Total, Jotti,andNoVirus
Thanks, Analysers: Threat Expert, CWSandbox, Anubis, Joebox, Dynamic Analysis Tools: Process Monitor, Regshot,
HandleDiff, AnalysisAutomation Tools: Virtual Box, VM Ware, Python , Other Analysis Tools

Module 2 (6 Hours)

Using TSK for Network and Host Discoveries, Using Microsoft Offline APl toRegistry Discoveries , Identifying
Packers using PEiD, Registry Forensics withReg Ripper Plu-gins:, Bypassing Poison Ivy’s Locked Files,
BypassingConficker’s File System ACL Restrictions, Detecting Rogue PKI Certificates.

Module 3 (8 Hours)

Opening and Attaching to Processes, Configuration of JIT Debugger forShellcode Analysis, Controlling Program
Execution, Setting and CatchingBreakpoints, Debugging with Python Scripts and Py Commands, DLL
ExportEnumeration, Execution, and Debugging, Debugging a VMware WorkstationGuest (on Windows), Debugging
a Parallels Guest (on Mac OS X). IntroductiontoWinDbg Commands and Controls, Detecting Rootkits with
WinDbgScripts,Kernel Debugging with IDA Pro.

Module 4 (8 Hours)
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Memory Dumping with MoonSols Windows Memory Toolkit, Accessing VMMemory Files Overview of Volatility,
Investigating Processes in MemoryDumps, Code Injection and Extraction, Detecting and Capturing Suspicious
Loaded DLLs, Finding Artifacts in Process Memory, Identifying Injected CodewithMalfind and YARA.
Module 5 (7 Hours)
Using WHOIS to Research Domains, DNS Hostname Resolution, QueryingPassive DNS, Checking DNS Records,
Reverse IP Search New Course Form,Creating Static Maps, Creating Interactive Maps.
Module 6 (5 Hours)
Case study of Finding Artifacts in Process Memory, Identifying InjectedCode with Malfind and YARA
Suggested Readings
1. Michael Sikorski, Andrew Honig “Practical Malware Analysis: The Hands-On Guide to DissectingMalicious
Software” publisher William Pollock
2.
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6

COo1 H
CO2 H
CO3 M H M
CO4 H
CO5 M H
CO6 M H

CSSC0102: SECURE SOFTWARE DESIGN AND ENTERPRISE COMPUTING
(3 Credits)
Course Outcomes

1. Recall the various software vulnerabilities. (Remembering)

2. Explain the software process vulnerabilities for an organization. (Understanding)

3. Apply techniques for successfully implementing and supporting network services on an enterprise scale

and heterogeneous systems environment (Applying)

4. Analyse and monitor resources consumption in a software. (Analysing)

5. Evaluate results by interrelating security and software development process. (Evaluating)

6. Create methodologies and tools to design and develop secure software containing minimum

vulnerabilities and flaws. (Creating)

Syllabus
Module 1 (8 Hours)
Secure Software Design Identify software vulnerabilities and perform software security analysis, Master security
programming practices, Master fundamental software security design concepts, Perform security testing and
quality assurance
Module 2 (9 Hours)
Enterprise Application Development Describe the nature and scope of enterprise software applications, Design
distributed N-tier software application, Research technologies available for the presentation, business and data
tiers of an enterprise software application, Design and build a database using an enterprise database system,
Develop components at the different tiers in an enterprise system, Design and develop a multi-tier solution to a
problem using technologies used in enterprise system, Present software solution.
Module 3 (8 Hours)
Enterprise Systems Administration Design, implement and maintain a directory-based server infrastructure in a
heterogeneous systems environment, Monitor server resource utilization for system reliability and availability,
Install and administer network services (DNS/DHCP/Terminal Services/Clustering/Web/Email).
Module 4 (8 Hours)
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Obtain the ability to manage and troubleshoot a network running multiple services, Understand the requirements
of an enterprise network and how to go about managing them.
Module 5 (8 Hours)
Handle insecure exceptions and command/SQL injection, Defend web and mobile applications against attackers,
software containing minimum vulnerabilities and flaws.
Module 6 (4 Hours)
Case study of DNS server, DHCP configuration and SQL injection attack.
Suggested Readings
1. Theodor Richardson, Charles N Thies, Secure Software Design, Jones & Bartlett
2. Kenneth R. van Wyk, Mark G. Graff, Dan S. Peters, Diana L. Burley, Enterprise SoftwareSecurity, Addison
Wesley
3.
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6

COo1 H
CO2 H
CO3 M H M
CO4 H
CO5 M H
CO6 M H

CSAA0103: ADVANCED ALGORITHMS
(3 credits)

Course Outcomes
1. Recall different algorithms (Remembering)
2. Explain the applications of various algorithms (Understanding)
3.  Apply computer algorithms for different purposes. (Applying)
4. Analyse the complexity/ performance of different algorithms. Categorize the different problems in various
classes according to their complexity. (Analysing)
Evaluate the different problems in various classes according to their complexity. (Evaluation)
6. Elaborate the recent activities in the field of the advanced data structure. (Creating)

b

Module 1 (6 Hours)

Sorting: Review of various sorting algorithms, topological sorting

Graph: Definitions and Elementary Algorithms: Shortest path by BFS, shortest path in edge weighted case
(Dijkstra’s), depth-first search and computation of strongly connected, components, emphasis on correctness
proof of the algorithm and time/space analysis, example of amortized analysis.

Module 2 (7 Hours)

Matroids: Introduction to greedy paradigm, algorithm to compute a maximum weight maximal independent set.
Application to MST.

Graph Matching: Algorithm to compute maximum matching. Characterization of maximum matching by
augmenting paths, Edmond’s Blossom algorithm to compute augmenting paths.

Module 3 (8 Hours)

Flow-Networks: Maxflow-mincut theorem, Ford-Fulkerson Method to compute, maximum flow, Edmond-Karp
maximum-flow algorithm.

Matrix Computations: Strassen’s algorithm and introduction to divide and conquer paradigm, inverse of a
triangular matrix, relation between the time complexities of basic matrix operations, LUP-decomposition.

Module 4 (9 Hours)
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Shortest Path in Graphs: Floyd-Warshall algorithm and introduction to dynamic programming paradigm. More
examples of dynamic programming.

Modulo Representation of integers/polynomials: Chinese Remainder Theorem, Conversion between base-
representation and modulo-representation. Extension to polynomials. Application: Interpolation problem.

Discrete Fourier Transform (DFT): In complex field, DFT in modulo ring. Fast Fourier Transform
algorithm.Schonhage-Strassen Integer Multiplication algorithm

Module 5 (10 Hours)

Linear Programming: Geometry of the feasibility region and Simplex algorithm NP-completeness: Examples, proof
of NP-hardness and NP-completeness.

One or more of the following topics based on time and interest Approximation algorithms, Randomized
Algorithms, Interior Point Method,Advanced Number Theoretic Algorithm

Module 6 (5 Hours)

Recent Trends in problem solving paradigms using recent searching and sorting techniques by applying recently
proposed data structures.

Suggested Readings

1. “Introduction to Algorithms” by Cormen, Leiserson, Rivest, Stein.

2. “The Design and Analysis of Computer Algorithms” by Aho, Hopcroft, Uliman.
3. “Algorithm Design” by Kleinberg and Tardos.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
c02 M H M
co3 M H M
co4 M H M
Cco5 H M
co6 H

CSSP0104: SOFT COMPUTING
(3 Credits)

Objectives:
¢ Tointroduce soft computing concepts and techniques and foster their abilities in designing appropriate
techniques for a givenscenario.
¢ Toimplement soft computing based solutions for real-worldproblems.
¢ Togive students knowledge of non-traditional technologies and fundamentals of artificial neural
networks, fuzzy sets, fuzzy logic, geneticalgorithms.
e Toprovide student hand-on experience on MATLAB to implement variousstrategies.

Course Outcomes
1. Identify and describe soft computing techniques and their roles in building intelligent machines. (Remembering &
understanding)
2. Apply fuzzy logic and reasoning to handle uncertainty and solve various engineering problems. (Applying)
Analyse genetic algorithms to combinatorial optimization problems. (Analysing)
4. Evaluate and discuss solutions by various soft computing approaches for a given problem. (Evaluating and Creating).

w

Module | (7 Hours)
Introduction to soft computing and neural networks: Evolution of Computing: Soft Computing Constituents, FromConventional
Al to Computational Intelligence: Machine Learning Basics
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Module Il (8 Hours)
Fuzzy logic: Fuzzy Sets, Operations on Fuzzy Sets, Fuzzy Relations,Membership Functions: Fuzzy Rules and Fuzzy Reasoning,
Fuzzy InferenceSystems, Fuzzy Expert Systems, Fuzzy Decision Making.

Module 11l (8 Hours)

Neural networks: Machine Learning Using Neural Network, AdaptiveNetworks, Feed forward Networks, Supervised Learning
Neural Networks,Radial Basis Function Networks : Reinforcement Learning, UnsupervisedLearning Neural Networks,
Adaptive Resonance architectures, Advances inNeural networks

Module IV (5 Hours)
Genetic algorithms: Introduction to Genetic Algorithms (GA),Applications of GA in Machine Learning : Machine Learning
Approach toKnowledge Acquisition.

Module V (12 Hours)

Matlab/Python Lib: Introduction to Matlab/Python, Arrays and array operations, Functions and Files, Study of neural
network toolbox and fuzzy logic toolbox, Simple implementation of Artificial Neural Network and Fuzzy Logic

Module VI (5 Hours)
Recent Trends in deep learning, various classifiers, neural networks and genetic algorithms. Implementation of recently
proposed soft computing techniques.

Suggested Readings
1 Jyh:Shing Roger Jang, Chuen:Tsai Sun, EijiMizutani, Neuro:Fuzzy and Soft Computing, Prentice:Hall of
India,2003.
2. Georgel.KlirandBoYuan, FuzzySetsandFuzzyLogic:TheoryandApplications,PrenticeHall,1995.
3. MATLAB ToolkitManual.

Mapping of COs to Syllabus

Module | Module Il Module Il | Module IV Module V Module VI
co1 H L
co2 H H M
co3 M H
co4 M M M

CSDV0105: DATA VISUALISATION

(3 Credits)

Objectives:

o familiarize students with the basic and advanced techniques of information visualization and scientific
visualization,

¢ to learn key techniques of the visualizationprocess

¢ adetailed view of visual perception, the visualized data and the actual visualization interaction and distorting
techniques

Course Outcomes
1. Recallthebasicandadvancedtechniquesofinformationandscientificvisualization. (Remembering)
2. Explainthekeytechniquesofthevisualizationprocess.(Understanding)
3. Apply detailed view of visual perception, the visualized data and the actual
visualization,interactionanddistortingtechniques.(Applying)
4. Analyse different visualization techniques and their applicability to different types of data. (Analysing)

Compare techniques for visualmapping, geographic data and collaborative visualization. (Evaluating)
:Createaprocesstohaveanunderstandingoflarge-scaleabstractdata.(Creating)

ow
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Module | (8 Hours)
Introduction of visual perception, visual representation of data, Gestaltprinciples, information overloads.

Module Il (8 Hours)
Creating visual representations, visualization reference model, visual mapping,visual analytics, Design of visualization
applications.

Module 11l (8 Hours)
Classification of visualization systems, Interaction and visualization techniques misleading, Visualization of one, two and
multi-dimensional data, text and textdocuments.

Module IV (10 Hours)
Visualization of groups, trees, graphs, clusters, networks, software, Metaphorical visualization

Module V (7 Hours)

Visualization of volumetric data, vector fields, processes and simulations,Visualization of maps, geographic information, GIS
systems, collaborative visualizations, Evaluating visualizations

Module VI (4 Hours)

Recent trends in various perception techniques, various visualization techniques,data structures used in data visualization.

Suggested Readings

1. WARD, GRINSTEIN, KEIM, .Interactive Data Visualization: Foundations, Techniques, and Applications. Natick :
A K Peters,Ltd.

2. E. Tufte, The Visual Display of Quantitative Information, GraphicsPress

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
CO1 | H
co2 |L H H
co3
co4 M H H
CcOo5 H
Cco6 H H H M

CSBD0106: BIG DATA ANALYTICS
(3 Credits)

Objectives:
e Understandbigdataforbusinessintelligence.Learnbusinesscasestudiesforbigdataanalytics.
e Understand nosql big data management. Perform map-reduce analytics using Hadoop and related tools

Course Outcomes
1. Describe big data and use cases from selected business domains. (Remembering & Understanding)
2. Applying NoSQL big data management. (Applying)

3. Install, configure, and run Hadoop and HDFS and analyse the data. (Analysing)

4. Perform map-reduce analytics using Hadoop (Evaluating)
5. Use Hadoop related tools such as HBase, Cassandra, Pig, and Hive for creating big data analytics. (Creating)

Module I (8 Hours)

What is big data, why big data, convergence of key trends, unstructured data,industry examples of big data, web analytics,
big data and marketing, fraud and bigdata, risk and big data, credit risk management, big data and algorithmic trading,big
data and healthcare, big data in medicine, advertising and big data, big data technologies, introduction to Hadoop, open
source technologies, cloud and bigdata, mobile business intelligence, Crowd sourcing analytics, inter and trans
firewallanalytics.
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Module Il (8 Hours)

IntroductiontoNoSQL,aggregatedatamodels,aggregates, key-valueanddocumentdatamodels,relationships, graph databases,
schemaless databases,materialized views, distribution models, sharding, master-slave
replication,peerpeerreplication,shardingandreplication,consistency,relaxingconsistency,versionstamps, map-reduce,
partitioning and combining, composing map- reducecalculations.

Module 11l (8 Hours)
Data format, Analysing data with Hadoop, scaling out, Hadoop streaming, Hadoop pipes, design of Hadoop distributed file
system (HDFS), HDFS concepts, Java Interface, data flow, Hadoop 1/O, data integrity, compression, serialization, Avro,file-
based data structures

Module IV (8 Hours)

MapReduceworkflows,unittestswithMRUnit, testdataandlocaltests,anatomyofMapReducejobrun, classic Map-reduce,
YARN, failures in classic Map-reduce andYARN, job scheduling, shuffle and sort, task execution, MapReduce types, input
formats, outputformats

Module V (7 Hours)
Hbase, data model and implementations, Hbase clients, Hbase examples,praxis.Cassandra, Cassandra data model, Cassandra
examples, Cassandra clients,Hadoop integration.

Module VI (6 Hours)
Pig,Grunt,pigdatamodel,PiglLatin,developingandtestingPiglatinscripts.Hive,datatypesandfileformats, HiveQL data definition,
HiveQL data manipulation,HiveQLqueries.

Suggested Readings
1. Michael Minelli, Michelle Chambers, and AmbigaDhiraj, “Big Data, Big Analytics:Emerging
Business Intelligence and Analytic Trends for Today’s Businesses”, Wiley, 2013.
P.J. Sadalage and M. Fowler, “NoSQL Distilled: A Brief Guide to the Emerging Worldof
Polyglot Persistence”, Addison-Wesley Professional,2012.
Tom White, “Hadoop: The Definitive Guide”, Third Edition, O’Reilly,2012.
Eric Sammer, “Hadoop Operations”, O’Reilly,2012.
E. Capriolo, D. Wampler, and J. Rutherglen, “Programming Hive”, O’Reilly,2012.
Lars George, “HBase: The Definitive Guide”, O’Reilly,2011.
Eben Hewitt, “Cassandra: The Definitive Guide”, O’Reilly,2010.

10. Alan Gates, “Programming Pig”, O’Reilly, 2011.
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Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
CoO1 |H
C02 |L H M
CO3 H
co4 M H H
CO5 H M

CSDD0107: DATA WAREHOUSING AND DATA MINING

(3 Credits)

Objectives:

e The objective of this course is to introduce data warehousing and miningtechniques.

e Applicationofdatamininginwebmining,patternmatchingandclusteranalysisisincludedtoaware students of

broad data miningareas.
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Course Outcomes
1. List the various data warehousing and data mining techniques. (Remembering)
Explain the principles, concepts, functions and various applications of data warehouse. (Understanding)
Apply data mining techniques for classification and prediction. (Applying)
Perform cluster, periodicity and social network analysis. (Analysing)

Evaluate and compare various data mining solutions for a given problem. (Evaluating)
Choose appropriate data warehousing and data mining techniques to build real-world systems. (Creating)

owv k~wnN

Module | (7 Hours)
Introduction to Data Warehousing; Data Mining: Mining frequent patterns,association and correlations; Sequential Pattern
Mining concepts, primitives,scalable methods;

Module Il (7 Hours)
Classification and prediction; Cluster Analysis — Types of Data in Cluster Analysis,Partitioning methods, Hierarchical Methods;
Transactional Patterns and other temporal based frequent patterns,

Module 11l (8 Hours)
Mining Time series Data, Periodicity Analysis for time related sequence data,Trend analysis, Similarity search in Time-
seriesanalysis;

Module IV (9 Hours)

MiningDataStreams,Methodologiesforstreamdataprocessingandstreamdatasystems,Frequentpattern mining in stream data,
Sequential Pattern Mining inData Streams, Classification of dynamic data streams, Class Imbalance Problem;Graph Mining;
Social NetworkAnalysis;

Module V (9 Hours)
WebMining,Miningthewebpagelayoutstructure,miningweblinkstructure,miningmultimediadataonthe web, Automatic
classification of web documents and web usage mining; Distributed DataMining.

Module VI (5 Hours)
Recent trends in Distributed Warehousing and Data Mining, Class ImbalanceProblem; Graph Mining; Social
NetworkAnalysis

Suggested Readings
1. Jiawei Han and M Kamber, Data Mining Concepts and Techniques,, Second Edition, Elsevier
Publication,2011.
2. Vipin Kumar, Introduction to Data Mining - Pang-Ning Tan, Michael Steinbach, Addison Wesley,2006.
3. G Dong and J Pei, Sequence Data Mining, Springer,2007.

Mapping of COs to Syllabus

Module1 | Module 2 Module Module 4 Module 5 Module 6

3

CoO1 |H

CO02 | M H

COo3 H M

CO4 M H M

CO5 H M M

Coe6 H
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CSDS0108: DATA SECURITY AND ACCESS CONTROL
(3 Credits)

Objective:The objective of the course is to provide fundamentals of database security. Various access control
techniques mechanisms were introduced along with application areas of access control techniques.

Course Outcomes

1. Define access control in the database. (Remembering)
Explain the purpose and fundamentals of access control. (Understanding)
Identify the capabilities and limitations of various access control mechanisms. (Applying)
Analyse the data, identify the problems, and choose the relevant models and algorithms to apply.(Analysing)
Assess the strengths and weaknesses of various access control models and to Analyse their behaviour. (Evaluating)
Design and develop access control mechanisms for enterprise IT infrastructures. (Creating)

ouvkewN

Module | (7 Hours)

Introduction to Access Control, Purpose and fundamentals of access control, brief history, Policies of Access Control,
Models of Access Control, and Mechanisms,Discretionary Access Control (DAC), Non-
DiscretionaryAccessControl,MandatoryAccessControl(MAC).CapabilitiesandLimitationsofAccessControl Mechanisms:Access
Control List (ACL) and Limitations, Capability List andLimitations.

Module Il (8 Hours)
Role-BasedAccessControl(RBAC)andLimitations,CoreRBAC,HierarchicalRBAC,StaticallyConstrainedRBAC,
DynamicallyConstrainedRBAC, LimitationsofRBAC.ComparingRBACtoDACandMACAccesscontrolpolicy.

Module 11l (9 Hours)

Biba Integrity model, Clark-Wilson model, Domain type enforcement model, mapping the enterprise view to the system
view, Role hierarchies- inheritance schemes, hierarchy structures and inheritance forms, using SoD in real systemTemporal
Constraints in RBAC, MAC AND DAC. Integrating RBAC with enterprise IT infrastructures: RBAC for WFMSs, RBAC forUNIX and
JAVA environments Case study: Multi line Insurance Company

Module IV (10 Hours)

Smart Card based Information Security, Smart card operating system fundamentals,design and implantation principles,
memory organization, smart card files, file management, atomic operation, smart card data transmission ATR, PPS
Security techniques- user identification, smart card security, quality assurance and testing, smart card life cycle-5
phases, smart card terminals.

Module V (7 Hours)
Recent trends in Database security and access control mechanisms. Case study of Role-Based Access Control (RBAC) systems.

Module VI (4 Hours)

Recent Trends related to data security management, vulnerabilities in different DBMS.

Suggested Readings
1. Role Based Access Control: David F. Ferraiolo, D. Richard Kuhn, RamaswamyChandramouli.
2. http://www.smartcard.co.uk/tutorials/sct-itsc.pdf : Smart CardTutorial.

Mapping of COs to Syllabus

Module 1 Module 2 Module Module 4 Module 5 Module 6

3

CoO1 |H

cC02 | M H

Co3 M M

co4 M H H

CcO5 M M L

CO6 H M
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CSWD0109: WEB ANALYTICS AND DEVELOPMENT

(3 Credits)

Objective:The course explores use of social network analysis to understand growing connectivity and
complexity in the world ranging from small groups to WWW.

Course Outcomes

1. Relate with core research communities, publications, focused on web and social media analytics and research questions
engaged. (Remembering)
Discuss clickstream data collection techniques, their impact on metrics, and their inherent limitations. (Understanding)
Identify and interpret commonly used web metrics (Applying)
Analyse and evaluate tasks and techniques used in web analytics. (Analysis/Evaluation)
Elaborate the resulting insights to support website design decisions, campaign optimisation, search analytics,
etc.(Creating)

uhwnN

Module | (8 Hours)
Introduction — Social network and Web data and methods, Graph and Matrices,Basic measures for individuals and networks,
Information Visualization

Module Il (8 Hours)
Web Analytics tools: Click Stream Analysis, A/B testing, Online Surveys

Module 11l (8 Hours)

Web Search and Retrieval: Search Engine Optimization, Web Crawling and indexing, Ranking Algorithms, Web traffic models
Module IV (12 Hours)

Making Connection: Link Analysis, Random Graphs and Network evolution, SocialConnects: Affiliation andidentity

Module V (9 Hours)
Connection: Connection Search, Collapse, Robustness Social involvements and diffusion of innovation

Suggested Readings

1. Hansen, Derek, Ben Sheiderman, Marc Smith. 2011. Analysing Social Media Networks with NodeXL:
Insights from a Connected World. Morgan Kaufmann,304.

2. Avinash Kaushik. 2009. Web Analytics 2.0: The Art of OnlineAccountability.

3. Easley, D. & Kleinberg, J. (2010). Networks, Crowds, and Markets: Reasoning About a HighlyConnected
World.New York: Cambridge University Press.http://www.cs.cornell.edu/home/kleinber/networks- book/

4. Wasserman,S.&Faust,K.(1994).Socialnetworkanalysis:Methodsandapplications.NewYork:Cambridge
UniversityPress.Monge,P.R.&Contractor,N.S.(2003).Theoriesofcommunicationnetworks.NewYork: Oxford
UniversityPress.

Mapping of COs to Syllabus

Module 1 | Module 2 Module Module 4 Module 5
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CSKD0110: KNOWLEDGE DISCOVERY
(3 Credits)
Objective: To conduct case studies on real data mining examples

Course Outcomes

1. Recallthebasicterminologieslikelearninggoals,conceptrepresentation,decisiontree,computational learning, artificial
neural network, classification.(Remembering)

2. Explain different categories of machine learning and machine learning methodologies and illustrate the theory
behind designing a learning model. (Understanding)

3. Compare efficiency of different learning algorithms, classify supervised and unsupervised learning goals.
(Understanding)

4. Apply different learning algorithms for real life classification problem, sketch the structure of different learning model
such as neural network, support vector machine, naive bayes etc. (Applying)

5. Analyse decision tree learning, computational learning,artificial neural network and instance based learning and how
one learning overcomes the drawback in the other. (Analysing)

6. Judge in terms of different complexity which algorithms betters in what situation. (Evaluating).

7. Create and design ensemble based learning, propose new learning for optimizing real life problems.(Creating)

Module | (7 Hours)
Introduction KDD and Data Mining - Data Mining and Machine Learning,Machine Learning and Statistics, Generalization as
Search,Data Mining and Ethics

Module Il (8 Hours)
Knowledge Representation - Decision Tables, Decision Trees, ClassificationRules, Association Rules, Rules involving Relations,
Trees for Numeric Predictions,Neural Networks, Clusters

Module 11l (9 Hours)
Decision Trees - Divide and Conquer, Calculating Information, Entropy, Pruning,Estimating Error Rates, The C4.5 Algorithm
Evaluation of Learned Results- Training and Testing, Predicting Performance,Cross-Validation

Module IV (8 Hours)
Classification Rules - Inferring Rudimentary Rules, Covering Algorithms for RuleConstruction, Probability Measure for Rule
Evaluation, Association Rules, ItemSets, Rule Efficiency

Module V (6 Hours)
Numeric Predictions - Linear Models for Classification and Numeric Predictions, Numeric Predictions with Regression Trees,
Evaluating Numeric Predictions

Module VI (7 Hours)

Artificial Neural Networks — Perceptrons, Multilayer Networks, The Backpropagation Algorithm Clustering - Iterative
Distance-based Clustering, Incremental Clustering, The EMAIlgorithm

Suggested Readings
1. Data mining and knowledge discovery handbook by Maimon, oded(etal.)
2. Data Cleansing : A Prelude to knowledge Discovery

Mapping of COs to Syllabus

Module 1 Module 2 Module Module 4 Module 5 Module 6
3
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CSNLO111: NATURAL LANGUAGE PROCESSING
(3 Credits)

Objectives: The goals for this course are to study:

e algorithms and methods for building computational models of natural language understanding,
includingsyntacticanalysis,semanticrepresentations,discourseanalysis,andstatisticalandcorpus- based
methods for text processing and knowledgeacquisition
issues involved in natural languageunderstanding
applications that can benefit from natural language processing, such as information extraction, question
answering, machine translation, and spoken language understanding. By the end of the course,
students will have a good understanding of and appreciation for natural language processing, and have
the necessary skills to build natural language processingtools.

Course Outcomes

1. Recall algorithms and methods for building computational models of natural language processing (Remembering)

2. Explain syntactic analysis, semantic representations, discourse analysis, and statistical and corpus-based methods for
text processing and knowledge acquisition. (Understanding)

3. Apply the methods of natural language processing. (Applying)

Analyse Issues involved in natural language processing. (Analysing)

5. Evaluate and generate applications that can benefit from natural language processing, such asinformation extraction,
question answering, machine translation, and spoken language understanding. (Evaluating &Creating)

&

Module I ( 10 hours)
Introduction to NLP, Knowledge in language processing, Representation and Understanding, Organization of NLP systems,
Models and algorithms, Linguistic Essentials

Module Il (15 hours)

Grammars and Parsing - Syntactic Processing: Collocations; Regular Expression and Automata; Morphology andFinite-
StateTransducers;N-grams;WordClassesandPart-of-SpeechTagging;Context-FreeGrammarsfor ~ English;ParsingwithContext-
FreeGrammars:Top-downparsing,Bottom-upparsing;FeaturesandUnification; Lexicalized and ProbabilisticParsing

Module 1l (10 hours)

Semantic processing :Representing Meaning; Semantic Analysis: Integrating semantic analysis to parsers, Semantic
Grammars; Lexical Semantics; Word Sense Disambiguation and Information Retrieval: Selection- Restriction based
disambiguation, Machine learning approaches; Dictionary based approaches, Information retrieval

Module IV (7 hours)

Pragmatics :Discourse, Dialogue and Conversational Agents: Dialogue acts, Automatic Interpretation of Dialogue acts;
Natural Language Generation: Discourse Planning; Machine Translation: Direct Translations, Translation using Statistical
techniques

Module V (3 hours)
NLP Applications and Tools :Sentiment Analysis, Text Summarization, Text Entailment, Machine Translation, Question
Answering, Cross Lingual Information Retrieval (CLIR), NLTK, WordNet

Mapping of COs to Syllabus

Module 1 | Module 2 Module Module 4 Module 5
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CSNI0112: SENSOR NETWORKS AND INTERNET OF THINGS
(3 credits)
Objectives
e The course gives an overview of various topics related to wireless sensor networks, which are
expected to be the basis for the emerging internet-of-things.
e The course covers topics with relation to various sub disciplines of computer science such as
hardware, operating systems, distributed systems, networking, security and databases.
e Able to understand wireless sensor network (WSN) specific issues such as localization, time
synchronization, and topology control are addressed as well.
Course Outcomes
Define the function of sensors. (Remembering)
Explain how to connect sensors to the environment. (Understanding)
Organize and connect sensors together to have generated output. (Applying)
Examine hardware and software level consideration for loT sensors. (Analyzing)
Evaluate results from data. (Evaluating)
Creating a real time applications. (Creating)

oukwnNeE

Syllabus
Module I (7 Hours)
Introduction and Applications: smart transportation, smart cities, smart living, smart energy, smart health, and
smart learning. Examples of research areas include for instance: Self-Adaptive Systems, Cyber Physical Systems,
Systems of Systems, Software Architectures and Connectors, Software Interoperability, Big Data and Big Data
Mining, Privacy and Security.
Module Il (8 Hours)
loT Reference Architecture- Introduction, Functional View, Information View, Deployment and Operational View,
Other Relevant architectural views. Real-World Design Constraints- Introduction, Technical Design constraints
hardware, Data representation and visualization, Interaction and remote control.
Module Il (8 Hours)
Industrial Automation- Service-oriented architecture-based device integration, SOCRADES: realizing the enterprise
integrated Web of Things, IMC-AESOP: from the Web of Things to the Cloud of Things, Commercial Building
Automation- Introduction, Case study: phase one-commercial building automation today, Case study: phase two-
commercial building automation in the future.
Module IV (10 Hours)
Hardware Platforms and Energy Consumption, Operating Systems, Time Synchronization, Positioning and
Localization, Medium Access Control, Topology and Coverage Control, Routing: Transport Protocols, Network
Security, Middleware, Databases.
Module V (7 Hours)
IOT Physical Devices & Endpoints: What is an IOT Device, Exemplary Device Board, Linux on Raspberry, Interface
and Programming & 10T Device
Module VI (5 Hours)
Recent trends in sensor network and 10T architecture, Automation in Industrial aspect of 10T.
Suggested Readings

4. Mandler, B., Barja, J., MitreCampista, M.E., Caga_ova, D., Chaouchi, H., Zeadally, S., Badra, M., Giordano,

S., Fazio, M., Somov, A., Vieriu, R.-L., Internet of Things. loT Infrastructures, Springer International

Publishing.

Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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CSAC0113: 10T APPLICATIONS AND COMMUNICATION PROTOCOLS
(3 credits)
Objectives

e Basic introduction of all the elements of loT-Mechanical, Electronics/sensor platform, Wireless and

wireline protocols, Mobile to Electronics integration, Mobile to enterprise integration.
e  Open source/commercial electronics platform for loT-Raspberry Pi, Arduino ,ArmMbedLPC.
e Open source /commercial enterprise cloud platform for loT-Ayla, iO Bridge, Libellium, Axeda, Cisco
fog cloud.
Course Outcomes
Define loT and respective protocols. (Remembering)
Explain the functions of different layers of communication protocol. (Understanding)
Identify the different functions with respect to different layers. (Applying)
Distinguish protocol and functionalities. (Analyzing)
Evaluate the sensor collected data in connection to communication layer. (Evaluating)
. Create applications using different communication protocol. (Creating)
Module | (7 Hours)
Basic function and architecture of a sensor — sensor body, sensor mechanism, sensor calibration, sensor
maintenance, cost and pricing structure, legacy and modern sensor network. Development of sensor electronics —
loTvs legacy, and open source vs traditional PCB design style Development of sensor communication protocols,
Protocols: Modbus, relay, Zigbee, Zwave, X10,Bluetooth, ANT, etc. Business driver for sensor deployment —
FDA/EPA regulation, fraud/ tempering detection, supervision, quality control and process management Different
kind of calibration Techniques: manual, automation, infield, primary and secondary calibration — and their
implication in loT Powering options for sensors: battery, solar, Witricity, Mobile and PoE.
Module Il (9 Hours)
Zigbee and Zwave — advantage of low power mesh networking. Long distance Zigbee. Introduction to different
Zigbee chips. Bluetooth/BLE: Low power vs high power, speed of detection, class of BLE. Introduction of Bluetooth
vendors & their review. Wireless protocols such as Piconet and packet structure for BLE and Zigbee Other long
distance RF communication link. LOS vs NLOS links, Capacity and throughput calculation Application issues in
wireless protocols: power consumption, reliability, PER, QoS, LOS.
Module Il (9 Hours)
PCB vs FPGA vs ASIC design Prototyping electronics vs Production electronics, QA certificate for loT
CE/CSA/UL/IEC/RoHS/IP65 Basic introduction of multi-layer PCB design and its workflow Electronics reliability-basic
concept of FIT and early mortality rate Environmental and reliability testing-basic concepts Basic Open source
platforms: Arduino, Raspberry Pi, Beaglebone.
Module IV (7 Hours)
Introduction to Mobile app platform for loT: Protocol stack of Mobile app for loT, Mobile to server integration,
iBeacon in loS, Window Azure, Linkafy Mobile platform for 10T, Axeda, Xively.
Module V (8 Hours)
Database implementation for IoT : Cloud based loT platforms, SQL vsNoSQL, Open sourced vs. Licensed Database,
Available M2M cloud platform, AxedaXively, Omega NovoTech, Ayla Libellium, CISCO M2M platform, AT &T M2M
platform, Google M2M platform.
Module VI (5 Hours)
Recent trends in home automation, I0T-locks, Energy optimization in home
Suggested Readings
5. Olivier Hersent, David Boswarthick, Omar Elloumi, The Internet of Things: Key Applications and Protocols,

SSIER N SIS

Wiley-Blackwell.
Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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CSNY0114: NETWORKSECURITY
(3 credits)

Objectives:
e Tolearn the basics of security and various types of security issues.
To study different cryptography techniques available and various security attacks.
Explore network security and how they are implemented in real world.
To get an insight of various issues of Web security and biometric authentication.

Course Outcomes

Recall the basics of security and various types of security issues. (Remembering)

Explain the different cryptography techniques available and various security attacks. (Understanding)
Apply network security and how they are implemented in the real world. (Applying)

Analyse available biometric techniques and how they are used in today’s world. (Analysing)

Evaluate the security issues on the web and how to tackle them. (Evaluating)

Elaborate the various issues of web security and biometric authentication. (Creating)

oA WNE

Module | (6 Hours)
Data security: Review of cryptography. Examples RSA, DES, ECC.

Module Il (7 Hours)
Authentication, non-repudiation and message integrity. Digital signatures and certificates. Protocols using cryptography
(example Kerberos). Attacks on protocols

Module Il (9 Hours)

Network security: Firewalls, Proxy-Servers, Network intrusion detection. Transport security: Mechanisms of TLS, SSL, IPSec.
Module IV (10 Hours)

Web security —SQL injection, XSS, etc. Software security and buffer overflow. Malware types and case studies. Access Control,
firewalls and host/network intrusion detection.

Module V (8 Hours)
Other topics: Biometric authentication, Secure E-Commerce (ex. SET), Smart Cards, Security in Wireless Communication.

Module VI (5 Hours)
Recent trends in 10T security, IDS and Biometric.

Suggested Readings

1 W.R. Cheswick and S. M. Bellovin. Firewalls and Internet Security. Addison Wesley, 1994.
2. W.Stallings. Cryptography and Network Security. Prentice Hall, 1999.

3. Schneier. Applied Cryptography. Wiley, 1999

Mapping of COs to Syllabus
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CSAMO0115: ADVANCED MACHINE LEARNING
(3 credits)
Objectives:
e Tointroduce key concepts in pattern recognition and machine learning; including specific algorithms for
classification, regression, clustering and probabilistic modeling.
e Togive a broad view of the general issues arising in the application of algorithms to analysing data,
common terms used, and common errors made if applied incorrectly.
e Todemonstrate a toolbox of techniques that can be immediately applied to real world problems, or
used as a basis for future research into the topic

Course Outcomes
1. Recall and explain the key concepts in pattern recognition and machine learning; including specific algorithms
for classification, regression, clustering and probabilistic modeling. (Remembering, Understanding)
2. Explain the general issues arising in the application of algorithms, commonly used terms, and the common
errors made if applied incorrectly. (Understanding)
3. Demonstrate a toolbox of techniques that can be immediately applied to real world problems, or used as a basis
for future research into the topic. (Applying)
4.  Analyse the Kernel methods for handling high dimensional and non-linear patterns. (Analysing)
5. Evaluate the State-of-the-art algorithms such as Support Vector Machines and Bayesian networks.
(Evaluating)
6. Solve real-world machine learning tasks: from data to inference. (Creating)

Module | (7 Hours)
Key concepts, Supervised/Unsupervised Learning, Loss functions and generalization, Probability Theory, Parametric vs Non-
parametric methods, Elements of Computational Learning Theory Ensemble Learning, Bagging, Boosting, Random Forest

Module Il (7 Hours)
Kernel Methods for non-linear data, Support Vector Machines, Kernel Ridge Regression, Structure Kernels, Kernel PCA,
Latent Semantic Analysis

Module Il (8 Hours)
Bayesian methods for using prior knowledge and data, Bayesian inference, Bayesian Belief Networks and Graphical models,
Probabilistic Latent Semantic Analysis, The Expectation-Maximisation (EM) algorithm, Gaussian Processes

Module IV (9 Hours)
Dimensionality Reduction - CCA, LDA, ICA, NMF — Canonical Variates - Feature Selection vs Feature Extraction

Module V (9 Hours)
Filter Methods - Sub-space approaches - Embedded methods, Low-Rank approaches - Recommender Systems Application
areas - Security - Business - Scientific

Module VI (5 Hours)

Recent trends in supervised and unsupervised learning algorithm, dimensional reducibility, feature selection and extraction

Suggested Readings
1 Christopher M. Bishop, Pattern Recognition and Machine Learning.

2. John Shawe-Taylor and NelloCristianini, Kernel Methods for Pattern Analysis
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CSEC0116: DATA ENCRYPTION AND COMPRESSION
(3 Credits)

Course Outcomes

1. List the different encryption techniques adopted in both traditional and modern cryptographic
mechanisms. (Remembering)

2. Infer the logic adopted in different cryptographic algorithms, and their countermeasures.

(Understanding)

4. Apply the concepts gathered from the fundamentals of cryptographic approaches in solving related
problems. (Applying)

5. Analyse the working of the different encryption and compression algorithms. (Analysing)

6. Compare and contrast the working of different data encryption and compression mechanisms.
(Evaluating)

7. Choose appropriate encryption and compression algorithms to build real-world systems. (Creating)

w

Module 1 (8 Hours)

Introduction to Security: Need for security, Security approaches, Principles of security, Types of attacks.

Encryption Techniques: Plaintext, Cipher text, Substitution Vs Transposition techniques, Encryption & Decryption,
Types of attacks, Key range & Size.

Module 2 (10 Hours)

Symmetric & Asymmetric Key Cryptography: Algorithm types & Modes, DES, IDEA, Differential & Linear
Cryptanalysis, RSA, Symmetric &Asymmetric key together, Digital signature, Knapsack algorithm. User
Authentication Mechanism: Authentication basics, Passwords, Authentication tokens, Certificate based &
Biometric authentication, Firewall.

Module 3 (9 Hours)

Case Studies Of Cryptography: Denial of service attacks, IP spoofing attacks, Secure inter branch payment
transactions, Conventional Encryption and Message Confidentiality, Conventional Encryption Principles,
Conventional Encryption Algorithms, Location of Encryption Devices, Key Distribution. Public Key Cryptography and
Message Authentication: Approaches to Message Authentication, SHA-1, MD5, Public-Key Cryptography Principles,
RSA, Digital, Signatures, Key Management.

Module 4 (7 Hours)

Introduction: Need for data compression, Fundamental concept of data compression coding, Communication
model, Compression ratio, Requirements of data compression, Classification. Methods of Data Compression: Data
compression-- Loss less and Lossy.

Module 5 (10 Hours)

Entropy encoding-- Repetitive character encoding, Run length encoding, Zero/Blank encoding; Statistical encoding-
- Huffman, Arithmetic & Lempel-Zivcoding; Source encoding-- Vector quantization (Simple vector quantization &
with error term); Differential encoding—Predictive coding, Differential pulse code modulation, Delta modulation,
Adaptive differential pulse code modulation; Transform based coding : Discrete cosine transform JPEG standards;
Fractal compression

Module 6 (4 Hours)
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Recent trends in encryption and data compression techniques.

Suggested Readings

1. Cryptography and Network Security by B. Forouzan, McGraw-Hill.

2. The Data Compression Book by Nelson, BPB.
3. Cryptography & Network Security by AtulKahate, TMH.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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CSSW0117: STEGANOGRAPHY AND DIGITAL WATERMARKING
(3 Credits)

COURSE OUTCOMES
1. Define the terms Steganography, Steganalysis and Digital Watermarking. (Remembering)
Explain the various techniques for Steganography, Steganalysis and Digital Watermarking.
(Understanding)
Utilize various tools available to perform Steganography. (Applying)
Analyse data to detect and extract hidden information. (Analysing)
Defend against steganography and digital watermarking attacks. (Evaluating)
Develop frameworks for secure communication. (Creating)

NoupkwnN

Module 1 (8 Hours)

Steganography: Overview, History, Methods for hiding (text, images, audio, video, speech etc.), Issues:
Security,Capacity and Imperceptibility, Steganalysis: Active and Malicious Attackers, Active and passive
steganalysis.

Module 2 (10 Hours)

Frameworks for secret communication (pure Steganography, secret key, public key steganography),

Steganography algorithms (adaptive and non-adaptive),

Module 3 (7 Hours)

Steganography techniques: Substitution systems, Spatial Domain, Transform domain techniques, Spreadspectrum,
Statistical steganography, CoverGeneration and cover selection, Tools: EzStego, FFEncode, Hide 4PGP, Hide And
Seek, S Tools etc.)

Module 4 (5 Hours)

Detection, Distortion, Techniques: LSB Embedding, LSB Steganalysis using primary sets, Texture based

Module 5 (10 Hours)

Digital Watermarking: Introduction, Difference between Watermarking and steganography, History,

Classification (Characteristics and Applications),Types and techniques (Spatial-domain, Frequency- domain,and
Vector quantization based watermarking), Attacks and Tools (Attacks by Filtering, Re-modulation,Distortion,
Geometric Compression, Linear Compression etc.),Watermark security & authentication.

Module 6 (5 Hours)

Recent trends in Steganography and digital watermarking techniques. Case study of LSB Embedding,
LSBSteganalysis using primary sets.
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Suggested Readings
1. Peter Wayner, “Disappearing Cryptography—Information
Watermarking”,Morgan Kaufmann Publishers, New York, 2002.
2. Ingemar J. Cox, Matthew L. Miller, Jeffrey A. Bloom, Jessica Fridrich, TonKalker, “Digital Watermarking
andSteganography”, Morgan Kaufmann Publishers, New York, 2008.
3. Information Hiding: Steganography and Watermarking-Attacks and Countermeasures by Neil F.
Johnson,ZoranDuric, Sushillajodia.

Hiding: Steganography &

Mapping of COs to Syllabus:
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CSIT0118: INFORMATION THEORY AND CODING
(3 Credits)

Course Outcomes
1. List the various coding and compression techniques. (Remembering)
Explain the working of lossless and lossy compression techniques. (Understanding)
Apply encoding techniques to encode data and perform error detection and correction.
(Applying)
Compare the various coding and compression techniques for text, video and image. (Analysing)
Measure information in terms of probability and entropy. (Evaluating)
Combine compression and coding techniques to build end-to-end systems. (Creating)

NoukwnN

Module 1 (8 Hours)

Information and entropy information measures, Shannon’s concept of Information. Channel coding, channel
mutual information capacity (BW)

Module 2 (10 Hours)

Theorem for discrete memory less channel, information capacity theorem, Error Detecting and error correcting
codes

Module 3 (8 Hours)

Types of codes: block codes, Hamming and Lee metrics, description of linear block codes, parity check Codes, cyclic
code, Masking techniques

Module 4 (5 Hours)

Compression: loss less and lossy, Huffman codes, LZW algorithm, Binary Image compression schemes, run length
encoding, CCITT group 3 1-DCompression, CCITT group 3 2D compression, CCITT group 42DCompression.

Module 5 (10 Hours)

Convolutional codes, sequential decoding. Video image Compression: CITT H261 Video coding algorithm, audio
(speech) Compression. Cryptography and cipher.

Module 6 (4 Hours)

Case study of CCITT group 3 1-DCompression, CCITT group 3 2Dcompression.

Suggested Readings
1. Fundamentals in information theory and coding, Monica Borda,Springer.
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2. Communication Systems: Analog and digital, Singh and Sapre, TataMcGraw Hill. Multimedia

Communications Fred Halsall.

w

Information Theory, Coding and Cryptography R Bose.
Multimedia system Design Prabhat K Andleigh and KiranThakrar.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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CSRA0119: SECURITY ASSESSMENT AND RISK ANALYSIS
(3 Credits)

Course Outcomes
1. List and define the various Contingency Planning components. (Remembering)

Explain the escalation process from incident to disaster in case of security disaster. (Understanding)

Plan countermeasures to threats. (Applying)

Analyse risks. (Analysing)

Recommend contingency strategies including data backup and recovery and alternate site selection for

business resumption planning. (Evaluating)

6. Design Incident Response Plan, Disaster Recovery Plan and Business Continuity Plan for sustained
organizational operations. (Creating)

ukhwn

Module 1 (8 Hours)

SECURITY BASICS: Information Security (INFOSEC) Overview: critical information characteristics — availability
information states — processing security counter measures education, training and awareness, critical information
characteristics — confidentiality critical information characteristics—integrity,informationstates — storage,
information states — transmission, security countermeasures -policy, procedures andpractices, threats,
vulnerabilities.

Module 2 (11 Hours)

Threats to and Vulnerabilities of Systems: definition of terms (e.g., threats, vulnerabilities, risk), majorcategories of
threats (e.g., fraud, Hostile Intelligence Service (HOIS), malicious logic, hackers, environmentaland technological
hazards,disgruntled employees, careless employees, HUMINT, and monitoring), threatimpact areas,
Countermeasures: assessments (e.g., surveys, inspections), Concepts of Risk Management:consequences (e.g.,
corrective action, risk assessment),cost/ benefit analysis of controls, implementation of cost effective controls,
monitoring the efficiency and effectiveness of controls (e.g., unauthorized orinadvertent disclosure of
information), threat and vulnerability assessment

Module 3 (8 Hours)

Security Planning: directives and procedures for policy mechanism, Risk Management: acceptance of
risk(accreditation), corrective actions information identification, risk analysis and/or vulnerability
assessmentcomponents, risk analysis results evaluation, roles and responsibilities of all the players in the risk
analysisprocess, Contingency Planning/Disaster Recovery: agency response procedures and continuity of
operations,contingency plan components,determination of backup requirements, development of plans for
recoveryactions after a disruptive event, development of procedures for off-site processing, emergency
destructionprocedures, guidelines for determining critical and essential workload, team member responsibilities
inresponding to an emergency situation
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Module 4 (7 Hours)

Policies and Procedures Physical Security Measures: alarms, building construction, cabling,communicationscentre,
environmental controls (humidity and air conditioning),filtered power, physical access controlsystems (key cards,
locks and alarms)Personnel Security Practices and Procedures: access authorization/ verification(need-to-know),
contractors, employee clearances, position sensitivity,security training andawareness, systems maintenance
personnel, Administrative

Security Procedural Controls: attribution, copyright protection and licensing, Auditing and Monitoring:conducting
security reviews, effectiveness of security programs, investigation of security breaches, privacyreview of
accountability controls, review of audit trails and logs

Module 5 (8 Hours)

Operations Security (OPSEC): OPSEC surveys/OPSEC planning INFOSEC:computer security — audit,
Cryptography-encryption (e.g., point-to-point network, link), cryptography-key management (to includeelectronic
key),cryptography-strength (e.g., complexity, secrecy, characteristics of the key)

Module 6 (3 Hours)

Case study of threat and vulnerability assessment

Suggested Readings
1. Principles of Incident Response and Disaster Recovery, Whitman &Mattord, Course Technology
ISBN:141883663X

2.

(Web link) http://www.cnss.gov/Assets/pdf/nstissi 4011.pdf

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M L
co2 M H M M
co3 M H M L
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CSCD0120: SECURE CODING
(3 Credits)

Course Outcomes
1. Recall the basics of secure programming. (Remembering)
Explain the most frequent programming errors leading to software vulnerabilities. (Understanding)
Identify security problems in software. (Applying)
Compare the solutions for handling security problems in software. (Analysing)
Assess the vulnerabilities present in software. (Evaluating)
Design and develop secure programs. (Creating)

ousEwWN

Module 1 (10 Hours)

Introduction to software security, managing software security risk, selecting software development Technologies,
An open source and closed source, Guiding Principles for software security, Auditing software, Buffet overflows,
Access control, Race conditions, Input validation, Password authentication

Module 2 (6Hours)

Anti-tampering, Protecting against denial of service attack, Copy protection schemes, Client-side security,
Database security, applied cryptography, Randomness and determinism

Module 3 (8 Hours)
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Buffer Overrun, Format String Problems, Integer Overflow, and Software Security Fundamentals SQL Injection,
Command Injection, Failure to Handle Errors, and Security Touch points

Module 4 (8 Hours)

Cross Site Scripting, Magic URLs, Weak Passwords, Failing to Protect Data, Weak random numbers, improper use of
cryptography

Module 5 (8 Hours)

Information Leakage, Race Conditions, Poor usability, Failing to protect network traffic, improper use of PKI,
trusting network name resolution

Module 6 (5 Hours)

Case study of Cross Site Scripting, Magic URLs, Weak Passwords Buffer Overflows, Access control, Race conditions

Suggested Readings
1. J.Viega, M. Messier. Secure Programming Cookbook, O’Reilly.
2. M. Howard, D. LeBlanc. Writing Secure Code, Microsoft
3. J.Viega, G. McGraw. Building Secure Software, Addison Wesley

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
co2 M H M
co3 L M H M
co4 L M H M
CO5 L M H M
CO6 L M H

CSBI0121: BIOMETRICS
(3 Credits)

Course Outcomes

1. Define biometrics. (Remembering)
Explain the various modules constituting a biometric system. (Understanding)
Identify Biometric System Vulnerabilities. (Applying)
Compare the various Biometric technologies. (Analysing)
Evaluate the challenges and limitations associated with biometrics. (Evaluating)
Design security systems incorporating biometrics. (Creating)

ounewnN

Module 1 (7 Hours)

Introduction and Definitions of biometrics, Traditional authenticated methods and technologies.
Module 2 (10 Hours)

Biometric technologies: Fingerprint, Face, Iris, Hand Geometry, Gait Recognition, Ear, Voice, Palm print, On-Line
Signature Verification, 3D Face Recognition, Dental Identification and DNA.

Module 3 (6 Hours)

The Law and the use of multi biometrics systems.

Module 4 (11 Hours)

Statistical measurement of Biometric.Biometrics in Government Sector andCommercial Sector.
Module 5 (9 Hours)

Case Studies of biometric system, Biometric Transaction. Biometric System Vulnerabilities.
Module 6 (5 Hours)
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Recent trends in Biometric technologies and applications in various domains.Casestudy of 3D face recognition and
DNA matching.

Suggested Readings

1. Biometrics for network security, Paul Reid, Hand book of Pearson

2. D. Maltoni, D. Maio, A. K. Jain, and S. Prabhakar, Handbook of Fingerprint Recognition,Springer Verlag,2003.

3. A. K. Jain, R. Bolle, S. Pankanti (Eds.), BIOMETRICS: Personal ldentification in NetworkedSociety, Kluwer
Academic Publishers, 1999.

4. ). Wayman, A.K. Jain, D. Maltoni, and D. Maio (Eds.), Biometric Systems: Technology,Design and Performance
Evaluation, Springer, 2004.

5. Anil Jain, Arun A. Ross, Karthik Nanda Kumar, Introduction to biometric, Springer, 2011.

6. Biometric Systems: Technology, Design and Performance Evaluation, J. Wayman, A.K. Jain, D. Maltoni, and D.
Maio.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
co2 M H M
co3 M H M L
co4 L M H M
CcOo5 H M
Cco6 M H

CSFA0122: FORMAL LANGUAGE AND AUTOMATA THEORY
(3 Credits-45 Hour)

Course Outcomes

1. Define basic terminology like Deterministic and Non deterministic automata, Pushdown Automata,
Parse Tree, Regular Languages, Turing Machines etc. (Remembering)
2. Explain the concepts, core terms and tools used in automata theory.(Understanding)
3. Choose the techniques, components and tools of a typical automated machine and apply it in
designing new machines.(Applying)
4. Identify which input pattern would be accepted by a Turing Machine, Pushdown Automata, Finite
Automata etc. (Applying)
5. Compare and contrast various types of machines in Automata theory and relate it to everyday
appliances like washing machines, fans, etc. (Analyzing)
6. Evaluate the correctness, computation cost and complexity for an automation(Evaluating)
7. Design new automata and Turing machines for given problems by using most appropriate algorithmic
strategy considering the problem domain. (Creating)
Module I: Theory of Automata (7 Hours)
Definition of an Automaton, Description of a Finite Automaton, Transition Systems, Properties of Transition
Functions, Acceptability of a String by a Finite Automaton, Nondeterministic Finite State Machines, The
Equivalence of DFA and NDFA, Mealy and Moore Models, Minimization of Finite Automata.

Module II: Formal Languages, Regular Sets and Regular Grammars (12 Hours)

Definition of formal languages, Chomsky Classification of Languages, Languages and Their Relation, Recursive and
Recursively Enumerable Sets, Operations on Languages, Languages and Automata; Regular Expressions, Finite
Automata and Regular Expressions, Pumping Lemma for Regular Sets, Application of Pumping Lemma, Regular Sets
and Regular Grammars Exercises.
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Module IlI: Context-free Languages (13 Hours)

Context-free Languages and Derivation tree, Ambiguity in Context-free Grammars, Simplification of Context-free
Grammars, Normal Forms for Context-free Grammars, Pumping Lemma for Context-free Languages, Decision
Algorithms for Context-free Languages Exercises

Module IV: Pushdown Automata Turing Machines and Linear Bounded Automata (13 Hours)

Basic Definitions, Acceptance by pda, Pushdown Automata and Context-free Languages, Parsing and Pushdown
Automata; Turing machine Model, Representation of Turing Machine, Language Acceptability by Turing Machines,
Design of Turing Machines, Universal Turing Machine and Other Modification, The Model of Linear Bounded
Automaton, Turing Machines and Type 0 Grammars, Linear Bounded Automata and Languages, Halting Problem of
Turing Machines, NP-Completeness.

COURSE / LEARNING OUTCOMES

Suggested Readings

K.L.P. Mishra, N. Chandrasekaran, Theory of Computer Science, BPB Publication, Prentice-Hall of India, Second
Edition.

H.R. Lewis and C.H.Papadimitriou, Elements of the Theory of Computation, Second Edition, Prentice Hall of India.
H.E. Hopcraft and J.D. Ullamn, Introduction to Automata Theory, Languages and Computation, Narosa Publications.
J.C. Martin, Introduction to Languages and the Theory of Automata, Tata McGraw-Hill International, 2003..

C.H. Papadimitriou, Computation Complexity, Addison-Wesley.

Linz Peter, An Introduction to Formal Languages and Automata,Narosa.

Kain, Theory of Automata and Formal Language, McGraw Hill.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4

co1 H H
Cco2 H M H
Cco3 M H
Cco4 H L

CO5 M

Cco6 H M
co7 L H

CS0S0123: OPERATING SYSTEMS
(3 Credits-45 Hours)

Course Outcomes

1. Elaborate what operating systems are, what they do and how they are designed and constructed.
(Creating)

2. Define process concept like process scheduling, inter-process communication, process synchronization
and concurrency. (Remembering)

3. Explain different memory management schemes, relate various approaches to memory management and
effectiveness of a particular algorithm. (Understanding)

4. Identify different page replacement algorithms to solve problems. (Applying)

5. Explain how the file system, mass storage and I/O are handled in a modern computer system.
(Remembering, Understanding)

6. Analyze the mechanisms necessary for the protection and security of computer systems. (Analysing)
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Detailed contents

Module I: Introduction(5 hours)

Concept of Operating Systems, Generations of Operating systems, Types of Operating Systems, OS Services, System
Calls, Structure of an OS - Layered, Monolithic, Microkernel Operating Systems, Concept of Virtual Machine. Case study
on UNIX and WINDOWS Operating System.

Module II: Processes(7 hours)

Definition, Process Relationship, Different states of a Process, Process State transitions, Process Control Block (PCB), Context
switching, Thread: Definition, Various states, Benefits of threads, Types of threads, Concept of multithreads, Process
Scheduling: Foundation and Scheduling objectives, Types of Schedulers, Scheduling criteria: CPU utilization, Throughput,
Turnaround Time, Waiting Time, Response Time; Scheduling algorithms: Pre-emptive and Non pre-emptive, FCFS, SJF, RR;
Multiprocessor scheduling: Real Time scheduling: RM and EDF.

Module 3:Inter-process Communication(7 hours)

Critical Section, Race Conditions, Mutual Exclusion, Hardware Solution, Strict Alternation, Peterson’s Solution, The
Producer\ Consumer Problem, Semaphores, Event counters, Monitors, Message Passing, Classical IPC Problems: Reader’s
& Writer Problem, Dinning Philosopher Problem etc.

Module 4: Deadlocks(5 hours)
Definition, Necessary and sufficient conditions for Deadlock, Deadlock Prevention, Deadlock Avoidance: Banker’s algorithm,
Deadlock detection and Recovery.

Module 5: Memory Management(10 hours)

Basic concept, Logical and Physical address map, Memory allocation: Contiguous Memory allocation —Fixed and
variable partition—Internal and External fragmentation and Compaction; Paging: Principle of operation — Page

allocation, Hardware support for  paging, Protection and sharing, Disadvantages of paging. Virtual Memory: Basics of

Virtual Memory, Hardware and control structures — Locality of reference, Page fault, Working Set, Dirty page/Dirty bit —

Demand paging, Page Replacement algorithms: Optimal, First in First Out (FIFO), Second Chance (SC), Not recently used

(NRU) and Least Recently used (LRU).

Module 6: (11 hours)

1/0 Hardware: /O devices, Device controllers, Direct memory access Principles of 1/0 Software: Goals of Interrupt handlers,
Device drivers, Device independent I/0 software, Secondary-Storage Structure: Disk structure, Disk scheduling algorithms
File Management: Concept of File, Access methods, File types, File operation, Directory structure, File System structure,
Allocation methods (contiguous, linked, indexed), Free-space management (bit vector, linked list, grouping), directory
implementation (linear list, hash table), efficiency and performance.

Disk Management: Disk structure, Disk scheduling - FCFS, SSTF, SCAN, C-SCAN, Disk reliability, Disk formatting, Boot-block,
Bad blocks.

Suggested Readings:

1. Operating System Concepts Essentials, 9th Edition by AviSilberschatz, Peter Galvin, Greg Gagne,

Wiley Asia Student Edition.

2. Operating Systems: Internals and Design Principles, 5th Edition, William Stallings, Prentice Hall of
India.
Operating System: A Design-oriented Approach, 1st Edition by Charles Crowley, Irwin Publishing
Operating Systems: A Modern Perspective, 2nd Edition by Gary J. Nutt, Addison-Wesley
Design of the Unix Operating Systems, 8th Edition by Maurice Bach, Prentice-Hall of India
Understanding the Linux Kernel, 3rd Edition, Daniel P. Bovet, Marco Cesati, O'Reilly and Associates

ouew

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H
co2 H M
co3 H H H
co4 H M
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CO5 M H
CO6 M M H

CSDC0124: DATA COMMUNICATIONS
(3 Credits-45 Hours)

Course Outcomes

ok wnNE

1. Recall the fundamentals of data communication and various techniques of communications. Students
will also be able to recall the layered structure of computer network. (REMEMBERING)

2. Explain about different network topology and the type of protocol required for different
communication technique. (UNDERSTANDING)

3. Develop different network topology using various networking devices. (APPLYING)

4. Compare different networking devices. Students will also be able to analyse different network
behaviour depending on performance parameters. (ANALYSING)

5. Evaluation of network performance based on implementation policy, protocol, topology etc.
(Evaluating)

6. Construct networks required for organization, depending on availability of hardwares and softwares
(CREATING)

Module I (12hours)

Introduction to data communications: A communications model, Data communications, Networking, Protocols and Protocol
architecture, Characteristics of data transmission: Concepts and Terminology, Analog and digital data transmission,
Transmission impairments. Transmission media: Guided transmission media, Wireless transmission data encoding, Digital
data-Digital signals, Digital data- Analog signals, Analog data-Digital signals, and Analog data-Analog signals.

Module 11 (10 hours)

Data communication interface: Asynchronous and Synchronous transmission, Line configurations, Interfacing. Data link
control, Flow control, Error detection, Error control, High-level data link control (HDLC), Other data link control protocols.

Module il (12 hours)

Data communications hardware: Terminals- Introduction, Basic terminal components, Enhanced terminal components,
General-purpose terminals, Remote job entry terminals, Transaction terminals, Clustering of terminal devices.
Communications processing hardware introduction, Switching processors, Multidrop lines, Multiplexers, Concentrators,
Front-end processors.

Module IV (11 hours)

Modems: Network attachment and regulations, Line conditioning and leased lines, Modems and modem circuits.
Multiplexing: Frequency-division multiplexing, Synchronous time- division multiplexing: Characteristics, TDM Link control,
Digital carrier systems statistical time-division multiplexing: Characteristics.

Suggested Readings
William Stallings, Data and Computer Communications, Sixth Edition, Pearson Education Asia.
Prakash C. Gupta , Data Communications and Computer Networks, PHI
B.A. Forouzan, Data Communications and Networking, TMH.
William L.Scweber, Data Communication, McGraw Hill.
Tenenbaum, A. S., Computer Networks (Fourth Edition), New Delhi: Prentice-Hall India
Larry L. Peterson and Bruce S. Davie, Computer Networks: A systems approach, 3rd Edition, Morgan
Kaufmann Publishers.
Mary E.S. Loomis, Data Communications, PHI.
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Module 1 Module 2 Module 3 Module 4
co1 H
co2 M H
co3 M H
co4 H M
CcOo5 M M
CcO6 H

CSSE0127: SOFTWARE ENGINEERING
(3 Credits-45 Hour)

Course Outcome

6.

1.

VoW

Relate and recall the life cycle models of a software. (Remembering)

Classify and differentiate various software complexities. (Understanding)

Utilize different software architectures and identify the best feasible one. (Applying)
Examine and design any software product. (Analysing)

Formulate various design diagrams and find solutions to problems. (Creating)

Justlfy a practical solution towards a software applying development and also deploy a product of their
own. (Evaluating).

Detailed Syllabus

Module I (7 Hours):

a)

<)

e)

The Product and The Process: The Product - Evolving Role of Software, Software (Characteristics,
Components and Applications;

The Process — Software Engineering A Layered Technology, The Software Process, Software Process
Models, The Linear Sequential Model, The Prototyping Model, The RAD Model, Evolutionary Process
Models (The Incremental Model, The Spiral Model, The Component Assembly Model, The Concurrent
Development Model), The Formal Methods Model, Fourth Generation Techniques;

Project Management Concepts — The Management Spectrum (People, The Problem, The Process and
The Project);

Software Process and Project Metrics — Measures, Metrics and Indicators, Metrics in the Process and
Project Domains, Software Measurement, Reconciling Different Metrics Approaches, Metrics for
Software Quality;

Software Project Planning — Observation on Estimating, Project Planning Objectives, Software Scope,
Resources, Project Estimation Technique — Empirical estimation techniques (Expert Judgement
Technique, Delphi Cost Estimation), Heuristic estimation techniques (COCOMO Model), Halstead
Software Science (An Analytical Technique), The Make-Buy Decision;

Module Il (7 Hours)

a)

b)

Project Scheduling and Tracking - Basic Concepts, The Relationship between People and Effort,
Defining a Task set for the Software Project, Selecting Software Engineering Tasks, Defining a Task
Network, Scheduling, The Project Plan;

Software Projects Risks, Quality Assurance and Configuration Management: Risk Management-
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Reactive Vs. Proactive Risk Strategies, Software Risk, Risk Identification, Risk Projection, Risk
(Mitigation, Monitoring and Management), Safety Risks and Hazards, The RMMM Plan;

c) Software Quality Assurance - Quality Concepts, The Quality Movement, Software Quality Assurance,
Software Reviews, Formal Technical Reviews, Statistical Quality Assurance, Software Reliability, The
SQA Plan, The ISO 9000 Quality Standards;

d) Software Configuration Management - Software Configuration Management, The SCM Process,
Identification of Objects in the Software Configuration, Version Control, Change Control, Configuration
Audit, Status Reporting;

e) System Engineering - Computer Based Systems, Product Engineering

Module Il (15 Hours)

a) Analysis and Design: Analysis Concepts and Principles - Requirements Analysis, Communication
Techniques, Analysis Principles, Software Prototyping, Specification, Specification Review;

b) Analysis Modeling- The Elements of the Analysis Model, Data Modeling, Functional Modeling and
Information Flow, Behavioral Modeling, The Mechanics of Structured Analysis, The Data Dictionary;

c) Design Concepts and Principles - Software Design And Software Engineering, The Design Process,
Design Principles, Design Concepts, Effective Modular Design, Design Heuristic for Effective
Modularity, The Design Model, Design Documentation;

d) Design Methods - Data Design, Architectural Design, The Architectural Design Process, Architectural
Design Optimization, Interface Design, Human-Computer Interface Design, Interface Design
Guidelines, Procedural Design;

e) Design For Real Time systems - Real Time Systems;

f) Case studies on diagram - Use case, Class, Activity, Sequence

Module IV (8Hours)

a) Software Testing: Software Testing Methods - Software Testing Fundamentals, Test Case Design,
White Box Testing, Basis Path Testing, Control Structure Testing, Black Box Testing, Testing for
Specialized Environments;

b) Software Testing Strategies - A Strategic Approach to Software Testing, Strategic Issues, Unit Testing,
Integration Testing, Validation Testing, System Testing, The Art of Debugging;

c) Technical Metrics For Software - Software Quality, A Framework For Technical Software Metrics,

Metrics for the Analysis Model, Metrics for the Design Model, Metrics for Source Code, Metrics for
Testing, Metrics for Maintenance

Module V (7 Hours)

a)

Object Oriented Software Engineering: Object Oriented Concepts and Principles - The Object Oriented
Paradigm, Object Oriented Concepts, Identifying the Elements of an Object Model, Management of
Object Oriented Software Projects

Object Oriented Analysis - Object Oriented Analysis, Domain Analysis, Generic Components of the
Object Oriented Analysis Model, The OOA Process, The Object Relationship Model, The Object

Behavior Model

Object Oriented Design - Design for Object Oriented Systems, The Generic Components of the OO
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Design Model, The Systems Design Process, The Object Design Process, Design Patterns,Object
Oriented Programming

d) Advanced Topics In Software Engineering: Cleanroom Software Engineering- The Cleanroom
Approach, Functional Specification, Design Refinement and Verification, Cleanroom Testing

e) Software Reuse - Management Issues, The Reuse Process, Domain Engineering, Building Reusable
Components, Classifying and Retrieving Components, Economics of Software Reuse

f) Reengineering - Software Reengineering, Reverse Engineering, Restructuring, Forward Engineering,
Economics of Reengineering.

g) Computer Aided Software Engineering - Case Definition, Building Blocks of Case, Taxonomy of Case
Tools, Integrated Case Environments, The Integration Architecture, The Case Repository

Suggested Readings

Roger S. Pressman, Software Engineering A Practitioner’s Approach, Fourth Edition, Tata McGraw
Hill.

Rajib Mall, Fundamentals of Software Engineering, Second Edition, Prentice Hall of India Private
Limited.

lan Sommerville, Software Engineering, Sixth Edition, Addison Wesley, Pearson Education.

Carlo Ghezzi, Mehdi Jazayeri, Dino Mandrioli, Fundamentals Of Software Engineering, Second
Edition, Prentice Hall of India Private Limited, New Delhi, 2002.

Jeffrey A. Hoffer, Joey F. George, Joseph S. Valacich, Modern Systems Analysis and Design, Second
Edition, Pearson Education.

Richard E Fairley, Software Engineering Concepts, Tata McGraw Hill Publishing Company Limited,
New Delhi, 1997.

Hans Van Vilet, Software Engineering Principles and Practice, Second Edition, John Wiley and Sons, Ltd

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H
co2 H M
co3 H H H
coO4 H M
CO5 M M H
coe6 H M H
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CSCD0128: COMPILER DESIGN
(3 credits- 45 hours)

Course Outcomes

1. Recall the application of compiler in program execution (Remembering)

2. Demonstrate the various types of parser and their merits and demerits. It also explains about error
handling technique in compiler construction. (UNDERSTANDING)

3. Applying different parsing technique to input string. (APPLYING)

4. Compare and analysis different techniques of parsing. (ANALYSING)

5. Decide which parsing technique will be most suitable for any input given to them. Students will also be
able to know how to convert the given grammar to its respective non-left recursive grammar if it requires
for certain type of parsing technique. (EVALUATING).

6. Construct intermediate code generation, code optimization, run time environment etc. during
compilation.(CREATING)

Module I (9 hours)

Introduction to compiling: Compilers — Analysis of the source program — Phases of a compiler — Cousins of the
Compiler — Grouping of Phases — Compiler construction tools — Lexical Analysis. Role of Lexical Analyser —Input
Buffering — Specification of Tokens.

Module Il (9 hours) Syntax Analysis: Role of the parser —Writing Grammars —Context-Free Grammars — Top Down
parsing — Recursive Descent Parsing — Predictive Parsing — Bottom-up parsing — Shift Reduce Parsing — Operator
Precedent Parsing — LR Parsers — SLR Parser — Canonical LR Parser — LALR Parser. Syntax Directed translation:
Syntax Directed definition, Construction of syntax trees, Bottom Up Evaluation of S-Attributed Definitions.

Module 11l (15 hours)

a) Intermediate Code Generation: Intermediate languages — Declarations — Assignment Statements —Boolean
Expressions — Case Statements — Back patching — Procedure calls.

b) Code Generation: Issues in the design of code generator — The target machine — Runtime Storage management
— Basic Blocks and Flow Graphs — Next-use Information — A simple Code generator — DAG representation of Basic
Blocks — Peephole Optimization.

Module IV (12 hours)

Code Optimization and Run time Environments: Introduction — Principal Sources of Optimization — Optimization of
basic Blocks — Introduction to Global Data Flow Analysis — Runtime Environments — Source Language issues —
Storage Organization — Storage Allocation strategies — Access to non-local names — Parameter Passing.

Suggested Readings

1. Compilers Principles, Techniques and Tools- Alfred Aho, Ravi Sethi, Jeffrey D Ullman, Pearson Education.
2. Introduction to Compiler Techniques- J.P. Bennet, Tata McGraw-Hill.

3. Compiler Construction: Principles and Practice Learning. - Kenneth C. Louden, Thompson.

4. Practice and Principles of Compiler Building with C- HenkAlblas and Albert Nymeyer, PHI.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 M
co2 M M
co3 H M
co4 M
CO5 M M
coe6 M H
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CSNT0129: COMPUTER NETWORKS
(3 credits- 45 hours)

Course Outcomes

1. Define topology implementing different routing protocols that best suits a real time demand
application, network and transport layer. (Remembering)

2. Explain the different network topologies, network, transport and application design issues and the
importance of QoS in a network. (Understanding)

3. Solve different problems related to sub-netting, configuring working routing protocols in some model
network topology and implement presentation layer security. (Applying)

4. Distinguish TCP from OSI and Analyze different layer protocols, sub-netting application layer security.
(Analyzing)

5. Judge which protocol operate in which layer and why. (Evaluating)

6. Formulate the pros, cons and implementation of different IEEE based protocols. (Creating)

Module I (7 hours)
Review of OSI, TCP/IP models, Switching Techniques: Circuit Switching, Switching Techniques: Packet Switching,
Multiple Accesses -RANDOM ACCESS-ALOHA, CSMA, CSMA/CD, CSMA/CA, Controlled Access, Channelization.

Module 1l (9 hours)
X.25, ATM, LAN - Ethernet IEEE 802.3 - IEEE 802.4 - IEEE 802.5 - IEEE 802.11 — FDDI - SONET —Bridges.

Module Il (12 hours)
Network Layer: IP addressing methods, Subnetting, ARP, RARP, BOOTP, DHCP — Routing — Distance Vector Routing
— Link State Routing — Routers.

Module IV (9 hours)
Transport layer: Duties of transport layer — Multiplexing — Demultiplexing — Sockets — User Datagram Protocol
(UDP) — Transmission Control Protocol (TCP) — Congestion Control — Quality of services (QOS) — Integrated Services.

Module V (8 hours)
Application Layer: Domain Name Space (DNS), EMAIL, Network Security-PLAYFAIR CIPHER, AES, DES, Public key
cryptosystem and RSA, Message authentication code using Hash Function, Introduction to Kerberos.

Suggested Readings

1. Andrew S. Tanenbaum , Computer Networks, PHI

2. Larry L. Peterson and Bruce S. Davie, Computer Networks —A system approach.

3. Behrouz A. Forouzan, Data communication and Networking, Tata McGraw-Hill.

4. William Stallings, Data and Computer Communication, Pearson Education.

5. James F. Kurose and Keith W. Ross, Computer Networking: A Top-Down Approach Featuring the Internet,
Pearson Education.

Mapping of COs to Syllabus

Course M1 M2 M3 M4 M5
Outcom

ADBU| Regulations and Syllabus|2021-22 | 157



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

es

co1 H M M
Co2 M H M
Cco3 M H
Co4 H L

CO5 L H L

coé M H

CSCG0134:GPU COMPUTING

(3 Credits)
Objectives:Theobjectiveofthecourseistolearnconceptsofparallelprogramming,learnparallelprogramming with
Graphics Processing Units (GPUs), implement programs on GPUs, and learn debugging and profiling of programs
written forGPUs.

Course Outcomes
1. Describe the basic concepts of GPUs and parallel programming (Remembering)
Explain the hardware and software aspects of GPU (Understanding)
Use GPU for applications such as Image Processing, Graph algorithms, Simulations and Deep Learning. (Applying)
Analyze GPU programs to detect errors (Analyzing)
Evaluate the efficiency of GPU programs (Evaluating)
Develop GPU programs including programs for concurrent data structures and programs employing different
synchronization techniques (Creating)

oA WN

Module | (12 Hours)

Introduction: History, Graphics Processors, Graphics Processing Units, GPGPUs. Clock speeds, CPU/GPU comparisons,
Heterogeneity, Accelerators, Parallel programming, CUDA OpenCL/OpenACC, Hello World
ComputationKernels,Launchparameters, Threadhierarchy, Warps/Wavefronts, Threadblocks/Workgroups, Streaming
multiprocessors, 1D/2D/3D thread mapping, Device properties, SimplePrograms

Module Il (7 Hours)
Memory:Memoryhierarchy,DRAM/global,local/shared,private/local,textures,ConstantMemory,Pointers, Parameter Passing,
Arrays and dynamic Memory, Multi-dimensional Arrays, Memory Allocation, Memory copying across devices, Programs with
matrices, Performance evaluation with differentmemories

Module Il (9 Hours)

Synchronization: Memory Consistency, Barriers (local versus global), Atomics, Memory fence. Prefix sum, Reduction.
Programs for concurrent Data Structures such as Worklists, Linked-lists. Synchronization across CPU and GPU
Functions:Devicefunctions,Hostfunctions,Kernelsfunctions,Usinglibraries(suchasThrust),anddeveloping libraries.

Module IV (7 Hours)

Support: Debugging GPU Programs. Profiling, Profile tools, Performance aspects

Streams: Asynchronous processing, tasks, Task-dependence, Overlapped data transfers, Default Stream, Synchronization
with streams. Events, Event-based-Synchronization - Overlapping data transfer and kernel execution, pitfalls.

Module V (5 Hours)
Case Studies: Image Processing, Graph algorithms, Simulations, Deep Learning

Module VI (5 Hours)
Advanced topics: Dynamic parallelism, Unified Virtual Memory, Multi-GPU processing, Peer access, Heterogeneous processing.

Suggested Readings

1. Programming Massively Parallel Processors: A Hands-on Approach; David Kirk, Wen-meiHwu; Morgan
Kaufman; 2010 (ISBN:978-0123814722)

2. CUDA Programming: A Developer’s Guide to Parallel Computing with GPUs; Shane Cook; Morgan Kaufman;
2012 (ISBN:978-0124159334)
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Mapping of COs to Syllabus

Module1 | Module 2 Module Module 4 Module 5 Module 6

3

CO1 | H M

C0O2 | M H M

co3 M H L

coO4 M M H M

CO5 M H

CO6 H H L

CSCL0135: CLOUD COMPUTING
(3 Credits)

Objectives:

e Thestudentwillalsolearnhowtoapplytrust-basedsecuritymodeltoreal-worldsecurityproblems.

e Anoverviewoftheconcepts,processes,andbestpracticesneededtosuccessfullysecureinformation within
Cloudinfrastructures.

e Students will learn the basic Cloud types and delivery models and develop an understanding of the
riskandcomplianceresponsibilitiesandChallengesforeachCloudtypeandservicedeliverymodel.

Course Outcomes
1. Basics of cloud computing(Remembering)

2. Understanding cloud computing architecture and cloud computing model(Understanding)
3. Identify security aspects of each cloud model (Applying)
4. Develop a risk management strategy for moving to the cloud (Analysing)
5. Implement a public cloud instance using a public cloud service provider (Evaluating)
6. Apply trust based security model to different layer (Creating)
Module | (8 Hours)

IntroductiontoCloudComputing
Online Social Networks and Applications, Cloud introduction and overview, Different clouds, Risks, Novel applications of
cloudcomputing.

Module Il (8 Hours)

Cloud Computing Architecture Requirements, Introduction Cloud computing architecture, On Demand Computing
Virtualization at the infrastructure level, Security in Cloud computing environments, CPU
Virtualization,AdiscussiononHypervisorsStorageVirtualizationCloudComputingDefined, TheSPIFramework for Cloud
Computing, The Traditional Software Model, The Cloud Services DeliveryModel

Cloud Deployment Models Key Drivers to Adopting the Cloud, The Impact of Cloud Computing on Users, Governance in the
Cloud, Barriers to Cloud Computing Adoption in the Enterprise

Module 11l (8 hours)

Security Issues in Cloud Computing, Infrastructure Security, Infrastructure Security: The Network Level, The
HostLevel, TheApplicationLevel,DataSecurityandStorage,AspectsofDataSecurity,DataSecurityMitigation Provider Data and
ItsSecurity

Identity and Access Management, Trust Boundaries and IAM, IAM Challenges, Relevant IAM Standards and Protocols for
Cloud Services, IAM Practices in the Cloud, Cloud Authorization Management

Module IV (8 hours)
Security Management in the Cloud: Security Management Standards, Security Management in the Cloud, Availability
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Management: SaaS, Paas, laaS
Privacylssues:Privacylssues,DatalLifeCycle,KeyPrivacyConcernsintheCloud,ProtectingPrivacy,Changesto
PrivacyRiskManagementandComplianceinRelationtoCloudComputing,LegalandRegulatorylmplications,
U.S. Laws and Regulations, International Laws and Regulations.

Module V ( (8 hours)
Audit and Compliance: Internal Policy Compliance, Governance, Risk, and Compliance (GRC), Regulatory/ External
Compliance, Cloud Security Alliance, Auditing the Cloud for Compliance, Security-as-a-Cloud

Module VI (5 hours)
ADVANCED TOPICS: Recent developments in hybrid cloud and cloud security

Suggested Readings

1. Cloud Computing Explained: Implementation Handbook for Enterprises, John Rhoton, Publication Date:
November 2,2009

2. CloudSecurityandPrivacy:AnEnterprisePerspectiveonRisksandCompliance(TheoryinPractice), Tim Mather, ISBN-
10: 0596802765,0’Reilly Media, September2009

Mapping of COs to Syllabus

Module1 | Module 2 Module Module 4 Module 5 Module 6
3
CO1 | H M
C02 | M H
co3 M H L
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co6 H H L

CSDDO0136: DISTRIBUTED DATABASES
(3 Credits)

Objectives:Theobjectiveofcourseistoprovideinsighttodistributeddatabase,normalizationtechniquesand  integrity
rules, and to learn about parallel database systems along with object orientedmodels.

Course Outcomes
1. Describe the concepts related to distributed database, normalization techniques and integrity rules, parallel
database systems, and distributed object database management systems. (Remembering)
2. Explain concepts related to distributed DBMS architecture, query processing, transaction management, distributed
concurrency control, distributed object database management systems etc. (Understanding)
Apply normalization to make efficient retrieval from database and query. (Applying)
Analyze design issues and efficiency of query statements. (Analyzing)
Choose appropriate distributed database design for a given application. (Evaluating)
Create distributed databases, parallel database systems, and object database systems for a given problem. (Creating)

owvew

Module | (10 Hours)

Introduction: Distributed Data processing, Distributed database system (DDBMS), Promises of DDBMSs, Complicating factors
and Problem areas in DDBMSs, Overview Of Relational DBMS Relational Database concepts, Normalization, Integrity rules,
Relational Data Languages, Relational DBMS.
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Module Il (7 Hours)

DistributedDBMSArchitecture:DBMSStandardization,ArchitecturalmodelsforDistributedDBMS, Distributed DBMS
Architecture. Distributed Database Design: Alternative design Strategies, Distribution design issues, Fragmentation,
Allocation. Semantic Data Control: View Management, Data security, Semantic Integrity Control.

Module Il (8 Hours)

Overview of Query Processing: Query processing problem, Objectives of Query Processing, Complexity of Relational Algebra
operations, characterization of Query processors, Layers of Query Processing.

Introduction to Transaction Management: Definition of Transaction, Properties of transaction, types of transaction.
Distributed Concurrency Control: Serializability theory, Taxonomy of concurrency control mechanisms, locking based
concurrency control algorithms.

Module IV (7 Hours)
Parallel Database Systems: Database servers, Parallel architecture, Parallel DBMS techniques, Parallel execution problems,
Parallel execution for hierarchical architecture.

Module V (8 Hours)
DistributedObjectDatabaseManagementsystems:FundamentalObjectconceptsandObjectmodels,Object distribution design.
Architectural issues, Object management, Distributed object storage, Object query
processing.Transactionmanagement.Databaselnteroperability:Databaselntegration,Queryprocessing.

Module VI (5 Hours)

Recent approaches, models and current trends in improving the performance of Distributed Database.

Suggested Readings
1. Principles of Distributed Database Systems, Second Edition, M. Tamer Ozsu PatrickValduriez
2. Distributed Databases principles and systems, Stefano Ceri, Giuseppe Pelagatti, Tata McGrawHill.

Mapping of COs to Syllabus

Module1 | Module 2 Module Module 4 Module 5 Module 6
3
CO1 |H M
C02 | M H
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CSCL0135: CLOUD COMPUTING
(3 credits)

Objectives:
e The student will also learn how to apply trust-based security model to real-world security problems.
e Anoverview of the concepts, processes, and best practices needed to successfully secure information
within Cloud infrastructures.
e Students will learn the basic Cloud types and delivery models and develop an understanding of the risk
and compliance responsibilities and Challenges for each Cloud type and service delivery model.

Course Outcomes
1. The basics of cloud computing(Remembering)
2. lllustrate cloud computing architecture and cloud computing model(Understanding)
3. Identify and apply security aspects of each cloud model (Applying)
4.  Analyse a risk management strategy for moving to the cloud (Analysing)
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5. Implement and evaluate a public cloud instance using a public cloud service provider (Evaluating)
6. Create a trust based security model to different layer (Creating)

Module | (10 Hours)

Introduction to Cloud Computing

Online Social Networks and Applications, Cloud introduction and overview, Different clouds, Risks, Novel applications of cloud
computing.

Module Il (11 Hours)

Cloud Computing Architecture Requirements, Introduction Cloud computing architecture, On Demand Computing
Virtualization at the infrastructure level, Security in Cloud computing environments, CPU Virtualization, A discussion on
Hypervisors Storage Virtualization Cloud Computing Defined, The SPI Framework for Cloud Computing, The Traditional
Software Model, The Cloud Services Delivery Model

Cloud Deployment Models Key Drivers to Adopting the Cloud, The Impact of Cloud Computing on Users, Governance in the
Cloud, Barriers to Cloud Computing Adoption in the Enterprise

Module 11l (10 hours)

Security Issues in Cloud Computing, Infrastructure Security, Infrastructure Security: The Network Level, The Host Level, The
Application Level, Data Security and Storage, Aspects of Data Security, Data Security Mitigation Provider Data and Its Security
Identity and Access Management, Trust Boundaries and IAM, IAM Challenges, Relevant IAM Standards and Protocols for
Cloud Services, IAM Practices in the Cloud, Cloud Authorization Management

Module IV (11 hours)

Security Management in the Cloud: Security Management Standards, Security Management in the Cloud, Availability
Management: Saas, Paas, laaS

Privacy Issues: Privacy Issues, Data Life Cycle, Key Privacy Concerns in the Cloud, Protecting Privacy, Changes to Privacy Risk
Management and Compliance in Relation to Cloud Computing, Legal and Regulatory Implications,

U.S. Laws and Regulations, International Laws and Regulations.

Module V ( (8 hours)
Audit and Compliance: Internal Policy Compliance, Governance, Risk, and Compliance (GRC), Regulatory/ External
Compliance, Cloud Security Alliance, Auditing the Cloud for Compliance, Security-as-a-Cloud

Module VI (4 hours)
ADVANCED TOPICS: Recent developments in hybrid cloud and cloud security

Suggested Readings
1. Cloud Computing Explained: Implementation Handbook for Enterprises, John Rhoton, Publication
Date: November 2, 2009
2. Cloud Security and Privacy: An Enterprise Perspective on Risks and Compliance (Theory in Practice),
Tim Mather, ISBN-10: 0596802765,0’Reilly Media, September 2009

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
CO02 H
co3 H M
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CO5 H
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CSIS0137: 10T AND SMART CITIES

(3 Credits)

Objectives
[ )

Explain the basic methodologies and techniques of the arts and humanities, social sciences, business,
and science and technology

To describe the current practices and future trends about smart city

Capacity of critique the current practice and provide recommendations

Course Outcomes

1. List the variousapplications of smart cities (Remembering)

2. Explain the loT reference architecture, fundamental knowledge of the sustainable and smart city
(Understanding)

3. Identify different technologies used for sustainable smart cities (Applying)

4. Analyze the learnt knowledge to conduct a case study in an organized way. (Analyzing)

5. Estimate the ability to present the study clearly to audiences; Demonstration of critical thinking
and discovering. (Evaluating)

6. Formulate the methods to design public mobile services aimed at efficiency, cost-saving and

participation with attention for e-inclusion (Creating)
Module I (8 hours)
Introduction and Applications:smart transportation, smart cities, smartliving, smart energy, smart health, and
smart learning.

Module 11 (9 hours)
loT Reference Architecture- methods to assist local governments todevelop international good e-practice

Module 11l (8 hours)

Methods to redesign and redefine back and front offices in order to build smarter and transparent governments
Module IV (8 hours)

Methods to design public mobile services aimed at efficiency, cost-saving and participation with attention for e-
inclusion

Module V (10 hours)

Methodologies for user involvement, profiling customers and identifying needs; test methodologies to transfer
these needs in appropriate services; and test techniques to fit the right channel to the specificservices and
customers thereby setting a framework for a higher level of e-services in the NSR

Module VI (5 hours)

Pilot new service channels, bluetooth services for public transport, onlineforms in mobile phones and wireless city
services

Suggested Readings
6. Smart City on Future Life - Scientific Planning and Construction by Xianyili
7. The Age of Intelligent Cities: Smart Environments and Innovation-for-all Strategies (Regions and
Cities) byNicosKomninos
8. Smart Cities: Big Data, Civic Hackers, and the Quest for a New Utopia by Anthony Townsend.
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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co2 H
co3 H M
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CSEMO0138: EMULATION AND SIMULATION METHODOLOGIES
(3 Credits)
Objectives
e This module teaches the fundamentals of simulation and emulation methodologies providing
guidance on how to design a performance evaluation campaign
e Set up a test scenario, select the appropriate models, level of granularity
e Metrics for statistical correctness, and discuss the differences between simulation and emulation
platforms and how to use them for accurate performance evaluation of communications.
Course Outcomes
Define and explain the fundamental concepts of Discrete Event Simulations. (Remembering)
Explain about the communication and networking techniques used in DES. (Understanding)
Identify the various Application-based Granularity Requirements. (Applying)
Analyze the performance evaluation of Statistical Tools (Analyzing)
Assessthe evaluation of communications for ITS. (Evaluating)
. Discuss the recent trends of simulation and emulation for IOT. (Creating)
Module | ( 8 hours)
Fundamentals of Discrete Event Simulations (DES)
Module 1l (8 hours)
Model-based representationfor DES, from communication and networking, to mobility and data traffic.

ouewNR

Module 11l (8 hours)
Application-based Granularity Requirements: from bit-level, packet-level, to system-level evaluation, and their
appropriate selection as a function of the application requirements.

Module IV (12 hours)
Fundamentals on Random Numbers, Fundamentals on Statistical Tools for Performance Evaluation, Simulation vs.
Emulations

Module V (8 hours)

Case study for the evaluation of communications for ITS.

Module VI (4 hours)

Recent trends in simulation and emulation for IOT, model based and application based granularity presentation

Suggested Readings
9. Jack L. Burbank, An Introduction to Network Simulator 3, Wiley

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6

co1 H M
C02 H
Co3 H
co4 H
CO5 H
Co6 M H
CSDMO0139: DATA WAREHOUSING & MINING
(3 Credits)
Course Outcomes

1. lllustrate different classification, prediction, sequential pattern algorithms (remembering and

Understanding)
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Construct cluster, periodicity and social network analysis. (Applying)
Analyze technique to extract patterns from time series data and it application in real world (Analysing)
Apprise the Graph mining algorithms to Web mining (Evaluating)

5. Design computing framework for Big Data (Creating)
Syllabus
Module 1 (12 hours)
Introduction to Data Warehousing; Data Mining: Mining frequent patterns,association and correlations; Sequential
Pattern Mining concepts, primitives,scalable methods; Classification and prediction; Cluster Analysis — Types of
Data in Cluster Analysis, Partitioning methods, Hierarchical Methods; Transactional Patterns and other temporal
based frequent patterns.
Module 2 (15 hours)
Mining Time series Data, Periodicity Analysis for time related sequence data, Trend analysis, Similarity search in
Time-series analysis; Mining Data Streams, Methodologies for stream data processing and stream data systems,
Frequent pattern mining in stream data, Sequential Pattern Mining in Data Streams, Classification of dynamic data
streams, Class Imbalance Problem; Graph Mining; Social Network Analysis;
Module 3 (12 hours)
Web Mining, Mining the web page layout structure, mining web link structure, mining multimedia data on the
web, Automatic classification of web documents and web usage mining; Distributed Data Mining.
Module 4 (6 hours)
Recent trends in Distributed Warehousing and Data Mining, Class Imbalance Problem; Graph Mining; Social
Network Analysis
Suggested Readings

1. Jiawei Han and M Kamber, Data Mining Concepts and Techniques,, Second Edition, Elsevier Publication,

2011.

2. Vipin Kumar, Introduction to Data Mining - Pang-Ning Tan, Michael Steinbach, Addison Wesley,2006.

3. G Dongand]J Pei, Sequence Data Mining, Springer, 2007
Mapping of COs to Syllabus

Pwn

Module 1 Module 2 Module 3 Module 4
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CSWI10140: WEB SEARCH& INFORMATION RETRIEVAL
Course Outcomes
1. Recall basic theories and analysis tools as they apply to information retrieval. (Remembering and
Understanding)
Apply the understanding of problems and potentials of current IR systems. (Applying)
Analyze different retrieval algorithms and systems. (Analysing)
Evaluate various indexing, matching, organizing, and evaluating methods to IR problems. (Evaluating)
5. Formulate various theoretical IR research. (Creating)
Syllabus
Module 1 (15 hours)

PwnN

Information retrieval model, Information retrieval evaluation, Searching the Web,Document Representation,
Query languages and query operation, Meta-datasearch.
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Module 2 (15 hours)

Indexing and searching, Scoring and ranking feature vectors, Ontology, domain specific search, parallel and
distributed information retrieval.

Module 3 (10 hours)

Text and multimedia languages, Social networks.

Module 4 (5 hours)

Recent trends in Web search and Information retrieval techniques.

Suggested Readings
1. C. D. Manning, P. Raghavan and H. Schiitze, Introduction to Information Retrieval, CambridgeUniversity
Press, 2008 (available at http://nlp.stanford.edu/IR-book).
2. Chakrabarti, S. (2002). Mining the web: Mining the Web: Discovering knowledge from hypertext data.
Morgan-kaufman.
3. B. Croft, D. Metzler, T. Strohman, Search Engines: Information Retrieval in Practice, AddisonWesley, 2009
(available at http://ciir.cs.umass.edu/irbook/).
4. R. Baeza-Yates, B. Ribeiro-Neto, Modern Information Retrieval, Addison-Wesley, 2011 (2ndEdition).
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
Cco1 H
CO2 H
Cco3 M H
CO4 M H
CO5 H

CSDY0141: DATABASE SECURITY AND ACCESS CONTROL
(3 Credits)
Course Outcomes
1. Summarize the access control and implement classical models and algorithms. (Remembering and
Understanding)
2. Identify the capabilities and limitations of various access control mechanisms. (Applying)
3. Analyze the data, identify the problems, and choose the relevant models and algorithms to apply.
(Analysing)
4. Assess the strengths and weaknesses of various access control models and to analyze their behaviour.
(Evaluating)
5. Design and develop access control mechanisms for enterprise IT infrastructures.(Creating)
Syllabus
Module 1 (15 hours)
Introduction to Access Control, Purpose and fundamentals of access control, brief history,Policies of Access
Control, Models of Access Control, and Mechanisms, Discretionary Access Control (DAC), Non- Discretionary Access
Control , Mandatory Access Control (MAC). Capabilities and Limitations of Access Control Mechanisms: Access
Control List (ACL) and Limitations, Capability List and Limitations,
Module 2 (15 hours)
Role-Based Access Control (RBAC) and Limitations, Core RBAC, HierarchicalRBAC, Statically Constrained RBAC,
Dynamically Constrained RBAC,Limitations of RBAC. Comparing RBAC to DAC and MAC Access control policy, Biba
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Integrity model, Clark-Wilson model, Domain type enforcement model,mapping the enterprise view to the system
view, Role hierarchies- inheritance schemes, hierarchy structures and inheritance forms, using SoD in real
system,Temporal Constraints in RBAC, MAC AND DAC.Integrating RBAC with enterprise IT infrastructures: RBAC for
WFMSs, RBACfor UNIX and JAVA environments Case study: Multi line Insurance Company.

Module 3 (10 hours)

Smart Card based Information Security, Smart card operating system, fundamentals, design and implantation
principles, memory organization, smartcard files, file management, atomic operation, smart card data
transmission, ATR,PPS Security techniques- user identification , smart card security, quality, assurance and testing ,
smart card life cycle-5 phases, smart card terminals.

Module 4 (5 hours)

Recent trends in Database security and access control mechanisms. Case study ofRole-Based Access Control (RBAC)
systems.

Suggested Readings
1. Role Based Access Control: David F. Ferraiolo, D. Richard Kuhn, RamaswamyChandramouli.
2. http://www.smartcard.co.uk/tutorials/sct-itsc.pdf : Smart Card Tutorial.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H
co2 H
co3 M H
Co5 H

CSBA0142: BUSINESS ANALYTICS
(3 Credits)

Course Outcomes

1. Recall the scope of business analytics (Remembering)
Interpret the modeling relationships and trends in data, simple linear regression. (Understanding)
Experiment with knowledge of data analytics (Applying)
Analyze critically in making decisions based on data and deep analytics. (Analysis)
Asses technical skills in predictive and prescriptive modeling to support business decision-
making.(Evaluating)

6. Adapt the ability to translate data into clear, actionable insights.(Creating)
Syllabus
Module 1 (8 hours)
Business analytics: Overview of Business analytics, Scope of Business analytics, Business Analytics Process,
Relationship of Business Analytics Process and organisation, competitive advantages of Business Analytics.
Statistical Tools: Statistical Notation, Descriptive Statistical methods, Review of probability distribution and data
modelling, sampling and estimation methods overview.
Module 2 (8 hours)
Trendiness and Regression Analysis: Modelling Relationships and Trends in Data, simple Linear Regression.
Important Resources, Business Analytics Personnel, Data and models for Business analytics, problem solving,
Visualizing and Exploring Data, Business Analytics Technology.
Module 3 (8 hours)
Organization Structures of Business analytics, Team management, Management Issues, Designing Information
Policy, Outsourcing, Ensuring Data Quality, Measuring contribution of Business analytics, Managing Changes.

ukhwn
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Descriptive Analytics, predictive analytics, predictive Modeling, Predictive analytics analysis, Data Mining, Data
Mining Methodologies, Prescriptive analytics and its step in the business analytics Process, Prescriptive Modeling,
nonlinear Optimization.
Module 4 (9 hours)
Forecasting Techniques: Qualitative and Judgmental Forecasting, Statistical Forecasting Models, Forecasting
Models for Stationary Time Series, Forecasting Models for Time Series with a Linear Trend, Forecasting Time Series
with Seasonality, Regression Forecasting with Casual Variables, Selecting Appropriate Forecasting Models.
Monte Carlo Simulation and Risk Analysis: Monte Carlo Simulation Using Analytic Solver Platform, New- Product
Development Model, Newsvendor Model, Overbooking Model, Cash Budget Model.
Module 5 (8 hours)
Decision Analysis: Formulating Decision Problems, Decision Strategies with the without Outcome Probabilities,
Decision Trees, the Value of Information, Utility and Decision Making.
Module 6 (4 hours)
Recent Trends in: Embedded and collaborative business intelligence, Visual data recovery, Data Storytelling and
Data journalism.
Suggested Readings

1. Business analytics Principles, Concepts, and Applications by Marc J. Schniederjans, Dara G. Schniederjans,

Christopher M. Starkey, Pearson FT Press.

2. Business Analytics by James Evans, persons Education.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
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CSAI0143: ARTIFICIAL INTELLIGENCE
(3 credits — 45 hours)

Course Outcomes
1. Describe the key aspects of intelligent agents, evolutionary computing, handling of uncertainity, and
expert systems. (Remembering)
2. Explain the Al techniques for searching, knowledge representation and inference, planning, natural
language processing, and machine learning. (Understanding)
Apply Al techniques for searching, reasoning, and planning to solve problems. (Applying)
Infer knowledge from given facts and rules using Propositional and First-Order logic. (Analyzing)
Evaluate the performance of the different search algorithms. (Evaluating)
Develop algorithms and programs that use Al techniques to solve real-world problems. (Creating)

ouveEw

Module 1(10hours)
Overview of Artificial intelligence: Problems of Al, Al technique, Tic-Tac-Toe problem. Intelligent Agents: Agents

and environment, nature of environment, structure of agents, goal
basedagents,utilitybasedagents,learningagents.ProblemSolving:Problems,Problem Space and search: Defining the
problem as state space search, production system, problem characteristics,
issuesinthedesignofsearchprograms.Searchtechniques:Solvingproblems by searching:

Problemsolvingagents,searchingforsolutions;uniformsearchstrategies: breadth first search, depth first search,
depth limited search, bidirectional search, comparing uniform search strategies.
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Module 2(15 hours)
Greedy best-first search, A* search, memory bounded heuristic search: local search algorithms and optimization
problems: Hill climbing search, simulated annealing search, local beam search, genetic algorithms; constraint
satisfaction problems, local search for constraint
satisfactionproblems.Adversarialsearch:Games,optimaldecisionsandstrategiesingames,theminimaxsearchprocedur
e,alpha-betapruning,additionalrefinements, iterative deepening. Knowledge and reasoning: Knowledge
representation issues, representation and mapping, approaches to knowledge representation, issues in knowledge
representation. Using predicate logic: Representing simple fact in logic, representing in stantand ISA relationship,
computable functions and predicates, resolution, natural deduction.
Module 3 (10hours)
Representing knowledge using rules: Procedural versus declarative knowledge, logic programming, forward versus
backward reasoning, matching, control knowledge. Probabilistic reasoning: Representing knowledge in an
uncertain domain, the semantics of Bayesian networks, Dempster-Shafer theory, Fuzzy sets and fuzzy logics.
Planning: Overview, components of a planning system, Goal stack planning, Hierarchical planning, other planning
techniques. Natural Language processing: Introduction, Syntactic processing, semantic analysis, discourse and
pragmatic processing.
Module 4 (10 hours)
Learning: Forms of learning, Inductive learning, learning decision trees, explanation based learning, learning using
relevance information, neural net learning and genetic learning. Expert Systems: Representing and using domain
knowledge, expert system shells, knowledge acquisition. Basic knowledge of programming language like Prolog
and Lisp.
Suggested Readings

1. Ritch and Knight, Artificial Intelligence, TMH.

2. S.Russel and P. Norvig, Artificial Intelligence A Modern Approach, Pearson.

3. Patterson, Introduction to Artificial Intelligence and Expert Systems, PHI.

4. S. Kaushik, Logic and Prolog Programming, New Age International.

Mapi'ing of COs to Syllabus
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CSPDO0144: PARALLEL AND DISTRIBUTED ALGORITHMS
(3 credits — 45 hours)

Course Outcomes

1. Recall the primitives of MPI, OpenMP, and POSIX Thread API. (Remembering)

Explain the benefits and challenges of parallel and distributed computing. (Understanding)

Apply design, development, and performance analysis of parallel and distributed applications. (Applying)
Analyze the performance of parallel/distributed algorithms. (Analysis)

Formulate a parallel/distributed approach to solve a given problem. (Creating)

ukhwn
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Module I (8 lectures)

Introduction to Parallel Computing: Motivating Parallelism, Scope of Parallel Computing; Parallel Programming
Platforms: Implicit Parallelism, Limitations of Memory System Performance, Dichotomy of Parallel Computing
Platforms, Physical Organization of Parallel Platforms, Communication Costs in Parallel Machines, Routing
Mechanisms for Interconnection Networks, Impact of Process-Processor Mapping and Mapping Techniques

Module Il (10 lectures)

Principles of Parallel Algorithm Design: Preliminaries, Decomposition Techniques, Characteristics of Tasks and
Interactions, Mapping Techniques for Load Balancing, Methods for Containing Interaction Overheads; Basic
Communication Operations: One-to-All Broadcast and All-to-One Reduction, All-to-All Broadcast and Reduction,
All-Reduce and Prefix-Sum Operations, Scatter and Gather, All-to-All Personalized Communication, Circular Shift,
Improving the Speed of Some Communication Operations; Analytical Modeling of Parallel Programs: Sources of
Overhead in Parallel Programs, Performance Metrics for Parallel Systems, The Effect of Granularity on
Performance, Scalability of Parallel Systems, Minimum Execution Time and Minimum Cost-Optimal Execution Time,
Asymptotic Analysis of Parallel Programs, Other Scalability Metrics

Module 11l (12 lectures)

Programming Using the Message-Passing Paradigm: Principles of Message-Passing Programming, The Building
Blocks - Send and Receive Operations, MPI - the Message Passing Interface, Topologies and Embedding,
Overlapping Communication with Computation, Collective Communication and Computation Operations, Groups
and Communicators; Programming Shared Address Space Platforms: Thread Basics, Why Threads?, The POSIX
Thread API, Thread Basics - Creation and Termination, Synchronization Primitives in Pthreads, Controlling Thread
and Synchronization Attributes, Thread Cancellation, Composite Synchronization Constructs, Tips for Designing
Asynchronous Programs, OpenMP - a Standard for Directive Based Parallel Programming

Module IV (15 lectures)

Dense Matrix Algorithms: Matrix-Vector Multiplication, Matrix-Matrix Multiplication; Sorting: Issues in Sorting on
Parallel Computers, Sorting Networks, Bubble Sort and its Variants, Quicksort, Bucket and Sample Sort; Graph
Algorithms: Definitions and Representation, Minimum Spanning Tree - Prim's Algorithm, Single-Source Shortest
Paths - Dijkstra's Algorithm, All-Pairs Shortest Paths; Search Algorithms for Discrete Optimization Problems:
Definitions and Examples, Sequential Search Algorithms, Search Overhead Factor, Parallel Depth-First Search,
Parallel Best-First Search, Speedup Anomalies in Parallel Search Algorithms

Suggested Readings
1. Ananth Grama, George Karypis, Vipin Kumar and Anshul Gupta, Introduction to Parallel Computing,
Pearson Education India, 2004.
2. Michael J Quinn, Parallel Programaming in C with MPI and OpenMP, McGraw Hill, 2017.
3. Peter Pacheco, An Introduction to Parallel Programming, Morgan Kaufmann, 2011.

Mapping of COs to Syllabus

Module | Module Module 3 | Module 4
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CSAP0145: ADVANCED COMPUTER ARCHITECTURE
(3 credits — 45 hours)

Course Outcomes

1. Describe techniques for building instruction, arithmetic and memory access pipelines. (Remembering)

2. Discuss the basic concepts associated with parallel computing environments, pipelining, and parallel
programming. (Understanding)
Apply program transformation techniques to remove data dependencies. (Applying)
Analyze code segments to identify data dependencies. (Analysing)
Assess collision free schedules for pipelines. (Evaluating)
Develop programs for different parallel processing models including shared memory programming and
distributed computing. (Creating)
Module | (12 hours)
Introduction to Parallel Processing: Shared Memory Multiprocessing, Distributed Memory, Parallel Processing
Architectures- Introduction-Parallelism in sequential Machines, Abstract Model of Parallel Computer,
Multiprocessor Architecture, Array Processors.

ouneEw

Module 11 (10 hours)
Pipelining and Super Scalar Techniques, Linear Pipeline Processors, Non-Linear Pipeline processors, Instruction
pipeline design, Arithmetic pipeline Design, Super Scalar and Super pipeline Design.

Module 11l (11 hours)

Programmability Issues - An Overview, Operating system support, Types of Operating Systems, Parallel
Programming models, Software Tools-Data Dependency Analysis- Types of Dependencies, Program
Transformations, Shared Memory Programming.

Module IV (12 hours)

Thread-based Implementation, thread Management, Attributes of Threads, Mutual Exclusion with Threads, Mutex
Usage of Threads, Thread implementation, Events and Conditions variables, Deviation Computation with Threads,
Java Threads, Distributed Computing: Message Passing Model, General Model, Programming Model, PVM-
Algorithms for Parallel Machines, Debugging Parallel programming, Other Parallelism Paradigms.Analysis of
parallel algorithm, Matrix operations.

Suggested Readings

1. Kai Hwang, Advanced Computer Architecture: Parallelism, Scalability, \ Programmability, McGraw Hill.
2. M. Sasikumar, D. Sikhare and P. Ravi Prakash, Introduction to Parallel Processing, PHI.

3. W. Stallings, Computer Organization and Architecture, PHI.

4. K. Parthasarathy, Advanced Computer Architecture, Thomson Business Information.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
Cco1 H H H H H H
Cco2 H H
co3 H
Cco4 M H
CO5 M H
Co6 H
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CSML0146: MACHINE LEARNING
(3 credits — 45 hours)

Course Outcomes

1. Draw knowledge about basic concepts of Machine Learning and describe what is involved in learning from
data.

2. Discuss machine learning techniques suitable for a given problem and explain the variety of learning
algorithms.

3. Solve basic image classification problems and handwritten character recognition using various machine
learning techniques.

4. Research a small scale computer vision system using machine learning techniques.

5. Evaluate a Deep Learning model with small scale dataset for a real life problem.

6. Formulate and design how to perform evaluation of learning algorithms and model selection.

Module 1 (10 hours)

Foundations for ML: Definition of learning systems. Goals and applications of machine learning. Aspects of
developing a learning system: training data, concept representation, function approximation. ML Techniques
overview.

Module 2 (13 hours)

Linear regression, Decision Trees: ID4, C4.5, CART. Pruning.Overfitting, Python Exercise. K-Nearest Neighbors, K-
Nearest Neighbor algorithm; Python Exercise. Naive Bayes, Model Assumptions, Probability estimation, Use Naive
Bayes with Scikit learn in Python. Logistic Regression, Support Vector Machines, The dual formulation, Maximum
margin, SVM for classification and regression problems. Implement an SVM classifier in SKLearn/Scikit-learn.
Ensembles methods, Bagging & boosting, C5.0 boosting, Random forests.

Module 3 (10 hours)

Unsupervised Learning: Distance measures, Different clustering methods (Distance, Density, Hierarchical), Iterative
distance-based clustering; Dealing with continuous, categorical values in K-Means, Agglomerative clustering,
Constructing a hierarchical cluster, K-Medoids, k-Mode and density-based clustering, Measures of quality of
clustering. Python exercise.

Module 4 (12 hours)

Neural Network basics (Perceptron and MLP, FFN, Backpropagation), Convolution Neural Networks, Image
classification, Text classification, Image classification and hyper-parameter tuning, Famous architectures - AlexNet,
ZFNet, VGG, C3D, GooglLeNet, ResNet, MobileNet-vl, Emerging NN architectures,Recurrent Neural Networks,
Building recurrent NN, Long Short-Term Memory, Time Series Forecasting, Auto-encoders and unsupervised
learning, Stacked auto-encoders and semi-supervised learning, Regularization - Dropout and Batch normalization.

Suggested Readings
1. Bishop, Christopher. Neural Networks for Pattern Recognition. New York, NY: Oxford University Press,
1995. ISBN: 9780198538646.
2. Duda, Richard, Peter Hart, and David Stork. Pattern Classification. 2nd ed. New York, NY: Wiley-
Interscience, 2000. ISBN: 9780471056690.
3. Hastie, T., R. Tibshirani, and J. H. Friedman. The Elements of Statistical Learning: Data Mining, Inference
and Prediction. New York, NY: Springer, 2001. ISBN: 9780387952840.
4. Mitchell, Tom. Machine Learning. New York, NY: McGraw-Hill, 1997. ISBN: 9780070428072.
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H M M H
CO2 H H H M
Cco3 M M H M
Cco4 M M H H
CO5 L M L H
COo6 M M M L
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CSCC0147: COMPUTATIONAL COMPLEXITY
(3 credits — 45 hours)

Course Outcomes

1. Classify decision problems into appropriate complexity classes, including P, NP, PSPACE and complexity
classes based on randomised machine models and use this information effectively.(Understanding)

2. State precisely what it means to reduce one problem to another, and construct reductions for simple
examples. (Remembering)

3. Classify optimisation problems into appropriate approximation complexity classes and use this
information effectively. (Applying)

4. Use the concept of interactive proofs in the analysis of optimisation problems. (Applying)

Module 1 (10 lectures)
Introduction. Easy and hard problems. Algorithms and complexity. Turing machines. Models of computation.
Multitape deterministic and non-deterministic Turing machines. Decision problems. The Halting Problem and
Undecidable Languages. Counting and diagonalisation. Tape reduction. Universal Turing machine. Undecidability of
halting. Reductions. Rice's theorem.
Module 2 (13 lectures)
Deterministic Complexity Classes. DTIME[t]. Linear Speed-up Theorem. PTime. Polynomial reducibility. Polytime
algorithms: 2-satisfiability, 2-colourability. NP and NP-completeness. Non-deterministic Turing machines. NTIME[t].
NP. Polynomial time verification. NP-completeness. Cook-Levin Theorem. Polynomial transformations: 3-
satisfiability, clique, colourability, Hamilton cycle, partition problems. Pseudo-polynomial time. Strong NP-
completeness. Knapsack. NP-hardness.
Module 3 (10 lectures)
Space complexity and hierarchy theorems. DSPACE[s]. Linear Space Compression Theorem. PSPACE, NPSPACE.
PSPACE = NPSPACE. PSPACE-completeness. Quantified Boolean Formula problem is PSPACE-complete. L, NL and
NL-completeness. NL=coNL. Hierarchy theorems.
Module 4 (12 lectures)
Optimization and approximation. Combinatorial optimisation problems. Relative error. Bin-packing problem.
Polynomial and fully polynomial approximation schemes. Vertex cover, travelling salesman problem, minimum
partition. Randomized Complexity. The classes BPP, RP, ZPP. Interactive proof systems: IP = PSPACE.
Suggested Readings

10. Computational Complexity - A Modern Approach, Sanjeev Arora and Boaz Barak, Cambridge University

Press, 2009.

11. Computational Complexity Theory, Steven Rudich and Avi Wigderson, American Mathematical Society.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
Co1 H H
C02 M H M
Co3 H H H
co4 H M

CSDS0148: DISTRIBUTED SYSTEMS
(3 credits — 45 hours)

Course Outcomes

1. Define the various evolutionary steps of distributed computing (Remembering)

2. Compare and define the various distributed computing system models. (Understanding/ Remembering)

3. Compile the purpose of using message passing mechanisms and illustrate the various synchronization
techniques used in distributed computing. (Applying/ Understanding)

4. Categorize distributed computing systems based on load balancing and load sharing approaches.

(Analyzing)
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5. Conclude the use of replication and fault tolerance to analyze the efficiency of a distributed computing
system. (Evaluating/Analyzing)

6. Rewrite the necessity of having a global naming system and explain why security is such an essential
component in designing a trustable distributed system. (Evaluating)

Module 1(10hours)

Fundamentals: Introduction, Models and Features, Concept of distributed operating system
,Issuesindesignofadistributedoperatingsystem.MessagePassing:Goodmessage passing system, IPC,
Synchronization, Buffering,Multi-datagram messages, Encoding and decoding techniques, Process addressing
,Failure handling, Group communication; Remote procedure calls(RPC)- Models, Communication protocols, RPC,
Lightweight RPC.

Module 2 (12hours)

Distributed Shared Memory: Architecture, Thrashing, Granularity, Advantages. Synchronization: Introduction, Clock
Synchronization, Event handling, Mutual Exclusion; Deadlock—Conditions, Avoidance, Prevention, Recovery.

Module 3 (11hours)

Resource and Process Management: Features of a good scheduling algorithm, Task assignment approach, Load
balancing and load sharing approach, Introduction to process
management,Processmigration,Threads.DistributedFileSystems:Introduction,Features, Models, Accessing models;
sharing Semantics and caching schemes, replication, Fault Tolerance, Atomic transactions.

Module 4 (12hours)

Naming: Introduction, Features, Fundamental Terminologies and concepts, System oriented names, Human
oriented names, Name caches. Security: Potential attacks to computer
system,Cryptography,Authentication,digitalsignatures,AccessControl.

Suggested Readings
1. P. K. Sinha, Distributed Operating Systems: Concepts and Design, PHI.
2. A.S.Tanenbaum,DistributedOperating Systems,Pearson.
3. G.Coulouris,).DollimoreandT.Kindberg,DistributedSystems:ConceptsandDesign, Pearson.
4. ASilberschatzandP. Galvin,Operating SystemConcepts, JohnWiley.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H L
CO2 H M
CO3 L H
Cco4 H
CO5 H

CSDM0149: DATA MINING
(3 credits — 45 hours)

Course Outcomes
1. Describe the technological enablers, principles, concepts, functions and various applications of data
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warehousing. (Remembering)

2. Explain the technical concepts in building a data warehouse, architectural and organizational issues and
technological advancement in data mining. (Understanding)

3. Solve the market basket problems and Construct the association and dependency rules in various data
mining algorithms. (Applying)

4. Analyze and distinguish the data mining algorithms based on utility factor and their pros and cons in
application.(Analyze)

5. Evaluate the different approaches of data warehousing development and data mining algorithm with
various technologies. (Evaluating)

6. Design the various concepts of web mining for practical applications .(Creating)

Module 1 (10hours)

Definitions and characteristics, Multi-dimensional data model, Warehouse schema. DataMarts: Datamarts, types of
datamarts, loading a datamart, metadata, data model, maintenance, nature of data, software components;
externaldata,reference data, performance issues,monitoringrequirementsandsecurityinadatamart.OnlineAnalytical
Processing:OLTPandOLAPsystems,DataModeling,LAPtools,Stateofthemarket,Arbor
Essbaseweb,MicrostrategyDSSweb,BrioTechnology,starschemaformulti-dimensional view, snowflake schema;
OLAPtools.

Module 2 (12hours)

Building of a Data Warehouse, Architectural strategies and organizational issues, design considerations, data
content, distribution of data, Tools for Data Warehousing Data Mining: Definitions; KDD(Knowledge Discovery
database) versus Data Mining; DBMSversusData
Mining,DataMiningTechniques;lssuesandchallenges;ApplicationsofDataWarehousing and Data mining in
Government.

Module 3 (16hours)

A priori algorithm ,Partition algorithm, Dynamic inset counting algorithm,FP—tree growth algorithm; Generalized
association rule. Clustering Techniques: Clustering paradigm, Partition algorithms, CLARA, CLARANS; Hierarchical
clustering, DBSCAN, BIRCH,CURE; Categorical clustering, STIRR, ROCK, CACTUS. Decision Trees: Tree construction
principle, Best split, Splitting indices,Splittingcriteria,Decisiontreeconstructionwithpre-sorting.

Module 4 (7hours)

Web content Mining, Web structure Mining, Webusage Mining, Text Mining.Temporal and Spatial Data Mining:
Basic concepts of temporal data Mining, The GSP algorithm, SPADE, SPIRIT,WUM.

Suggested Readings

1. C.S.R.Prabhu, DataWarehousing-Concepts,Techniques,Products,Application,PHI.
2. AKPujari,DataMiningTechniques,UniversitiesPress.

3. BersonandS.).Smith, DataWarehousing,DataMiningandOLAP,TMH.

4. M.H.Dunham,DataMiningIntroductoryand AdvancedTopics, Pearson

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
Co1 H M
COo2 M H M L
Co3 M H
co4 M H L
CO5 H M
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CO6 H

CMCGO0150: COMPUTATIONAL GEOMETRY
(3 Credits — 45 Hours

Course Outcomes
6. Construct algorithms for simple geometrical problems (Applying)
7. Solve linear programs geometrically (Applying)
8. Apply geometric techniques to real-world problems in graphics. (Applying)
9. Analyze randomized algorithms for small domain problems. (Analyzing)
10. Develop efficient algorithms using line-point duality. (Creating)

Module 1 (11 Hours)
Polygon triangulation: area of a simple polygon,counting the number of triangulations in a convex polygon, Plane
sweep -- the general paradigm, Line segment intersection, Doubly Connected Edge List (DCEL), Triangulation of a
monotone polygon, Triangulations of Planar Point Sets, The Delaunay Triangulation, Computing the Delaunay
Triangulation
Module 2(9 Hours)
Convex hull in 2D -- lower bound,Graham's scan, Jarvis march, output sensitive Chan's algorithm.Range search -- Kd
tree, Range tree, Fractional Cascading, Art Gallery theorem. Convex hull in 3D--The Complexity of Convex Hulls in
3-Space, Computing Convex Hulls in 3-Space
Module 3(9 Hours)
Linear Programming: The Geometry of Casting, Half-Plane Intersection, Incremental Linear Programming,
Randomized Linear Programming, Unbounded Linear Programs
Arrangements and Duality-- Computing the Discrepancy, Duality, Arrangements of Lines, Levels and Discrepancy
Module 4(10 Hours)
Voronoi Diagrams: The Post Office Problem, Definition and Basic Properties, Computing the Voronoi Diagram,
Voronoi Diagrams of Line Segments, Farthest-Point Voronoi Diagrams
Point Location: Knowing Where You Are, Point Location and Trapezoidal Maps, A Randomized Incremental
Algorithm, Dealing with Degenerate Cases
Module 5(6 Hours)
Robot Motion Planning:Getting Where You Want to Be, Work Space and Configuration Space, A Point Robot,
Minkowski Sums, Translational Motion Planning
Suggested Readings
12. Computational Geometry: Algorithms and Applications, Mark de Berg, Otfried Cheong, Marc van Kreveld,
Mark Overmars, Springer Verlag
13. Computational Geometry -- An Introduction, Franco Preparata and Michael lan Shamos, Springer Verlag
14. Computational Geometry in C, Joseph O'Rourke, Cambridge University Press
15. Lecture Notes by David Mount - http://www.cs.umd.edu/~mount/754/Lects/754lects.pdf

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H H
CO02 H
co3 M M M H H
co4 H
CO5 H
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CSOS0151: ADVANCED OPERATING SYSTEMS
(3 credits — 45 hours)

Course Outcomes

1. Define the concepts of concurrent processes, deadlock, process synchronization and list the various conditions for
identifying these scenarios. (Remembering)

2. Explain the advanced terms like distributed deadlock, distributed mutual exclusion and distributed file system etc.
(Remembering)

3. Apply various algorithms like Lamport’s algorithm and Ricart- Agarwala algorithm to solve the problem of
distributed mutual exclusion. (Applying)

4. Compare techniques of implementing distributed file systems, distributed shared memory, different load
scheduling algorithms like- load balancing and load sharing. (Analysing)

5. Determine the requirements of security and protection for a computer system and estimate the efficiency of different
security models. (Evaluating)

6. CO6: Discuss the design and implementation issues of multiprocessor operating systems. (Creating)

Module 1 (10 hours)

Concepts of processes, Concurrent processes, Threads, Overview of different classical synchronization problems, Monitors,
Communicating Sequential processes (CSP), Process deadlocks: Introduction, causes of deadlocks, Deadlock handling
strategies, Models of deadlock.

Module 1l (11 hours)

Distributed operating system: Architectures, Issues in Distributed operating systems, Limitations of Distributed Systems,
Lamport’s logical clock, Global states, Chandy-Lampert’s global state recording algorithm,Basic concepts of Distributed
Mutual Exclusion, Lamport’s Algorithm, Ricart-AgrawalaAlgorithm;Basic concepts of Distributed deadlock detection,
Distributed File system, Architecture, Design issues, SUN Network File system, Basic concepts of Distributed shared memory,
Basic concepts of Distributed Scheduling, Load balancing, Load sharing

Module Il (12 hours)

Multiprocessor System: Motivation, Classification, Multiprocessor Interconnections, Types, Multiprocessor OS functions and
requirements; Design and Implementation Issue; Introduction to parallel programming; Multiprocessor Synchronization.
Performance, Coprocessors, RISC and data flow: Introduction, Necessity, Measures, Techniques, Bottlenecks and Saturation,
Feedback loops, Coprocessors, RISC.

Module IV (12 hours)

Analytic Modeling: Introductions, Queuing Theory, Markov Process. Security and Protection: Security-threats and goals,
Penetration attempts, Security Policies and mechanisms, Authentication, Protections and access control Formal models of
protection, Cryptography, worms and viruses.

Suggested Readings
1. Milan Milenkovic, Operating Systems Concepts and Design, TMH.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H H
CO2 H
co3 H
co4 H
co5 H
co6 H M
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CSSN0152:SPEECH AND NATURAL LANGUAGE PROCESSING
(3 credits-45Hours)

Course Outcomes

1. Recall algorithms and methods for building computational models of speech and natural language
processing (Remembering)

2. Explain syntactic analysis, semantic representations, discourse analysis, phonetics, and automatic

speech recognition. (Understanding)

Apply statistical and corpus-based methods and algorithms for text and speech processing. (Applying)

Analyse syntactic structure and meaning of given text taking into account ambiguity. (Analysing)

Evaluate the performance of algorithms and models used for text and speech processing. (Evaluating)

Develop natural language and speech processing systems for applications such as information

extraction, question answering, machine translation etc. (Creating)

ouew

Module I ( 5 Lectures )
Introduction to NLP, Knowledge in language processing, Representation and Understanding, Organization of NLP
systems, Models and algorithms, Linguistic Essentials

Module Il (12 Lectures)

Grammars and Parsing - Syntactic Processing: Collocations; Regular Expression and Automata; Morphology and
Finite-State Transducers; N-grams; Word Classes and Part-of-Speech Tagging; Context-Free Grammars for English;
Parsing with Context-Free Grammars: Top-down parsing, Bottom-up parsing; Features and Unification; Lexicalized
and Probabilistic Parsing

Module 11l (12 Lectures)

Semantic processing :Representing Meaning; Semantic Analysis: Integrating semantic analysis to parsers, Semantic
Grammars; Lexical Semantics; Word Sense Disambiguation and Information Retrieval: Selection- Restriction based
disambiguation, Machine learning approaches; Dictionary based approaches, Information retrieval

Module IV (7 Lectures)

Pragmatics :Discourse, Dialogue and Conversational Agents: Dialogue acts, Automatic Interpretation of Dialogue
acts; Natural Language Generation: Discourse Planning; Machine Translation: Direct Translations, Translation using
Statistical techniques

Module V (7 Lectures)

Phonetics: Articulatory Phonetics, Phonetic features, Phonetic variations, Acoustic phonetics and signals; Speech
Synthesis: Text normalization, Phonetic analysis, Prosodic analysis; Automatic Speech Recognition: Speech
recognition architecture, Feature extraction - MFCC vectors, Search and decoding; Text-to-speech

Module VI (2 Lectures)
NLP Applications and Tools :Sentiment Analysis, Text Summarization, Text Entailment, Machine Translation,
Question Answering, Cross Lingual Information Retrieval (CLIR), NLTK, WordNet

Suggested Readings
1. D.Jurafsky, J. H. Martin, Speech and Language Processing, Pearson Education
2. Christopher D. Manning, Hinrich Schiitze, Foundations of Statistical Natural Language Processing, The MIT
Press, Cambridge, Massachusetts
3. James Allen, Natural Language Understanding, 2/e, Pearson Education
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Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H H L L
Cco2 L L H L
Cco3 L M M H
Cco4 H H
COo5 H H M
Co6 L L H H

CSCY0153: COMPUTATIONAL NUMBER THEORY
(3 credits — 45 hours)

Course Outcomes
1. Define the concepts of discrete mathematics, probability, cryptography.(Remembering)
2. Extend and explain the discrete mathematical concepts to modular arithmetic. (Understanding)
3. Apply the concepts of number theory in finite field and polynomial theory(Applying)
4. Analyze the number theory using different algorithmic approach like Primality testing algorithms, Integer
factoring algorithms. (Analyzing)
Evaluate the algorithms in real time problem solving applications. (Evaluating)
6. Integrate the mathematical concept to computational model using software tools. (Creating)

o

Module 1 (8 lectures)

Introduction todiscrete mathematical structures (groups, rings, fields), Probability, Algorithms for integer
arithmetic, GCD, Montgomery modular arithmetic and exponentiation, congruence, Chinese remainder theorem,
orders and primitive roots, quadratic residues, integer and modular square roots, prime number theorem, rational
approximations, Hensel’s lemma .

Module2 (15 lectures)

Finite fields and their representation, Prime fields, extension fields, representation of extension fields, primitive
elements, normal basis, optimal normal basis, irreducible polynomials, Algorithms for polynomialsRoot-finding and
factorization, Lenstra-Lenstra-Lovasz algorithm, polynomials over finite fields, Elliptic curves: The elliptic curve
group, elliptic curves over finite fields, Schoof's point counting algorithm.

Module3 (15 lectures)

Integer factoring algorithms: Trial division, Pollard rho method, p-1 method, CFRAC method, quadratic sieve
method, elliptic curve method, Primality testing algorithms, Fermat test, Miller-Rabin test, Solovay-Strassen test,
AKS test, Computing discrete logarithms over finite fields: Baby-step-giant-step method, Pollard rho method,
Pohlig-Hellman method, index calculus methods, linear sieve method, Coppersmith's algorithm.

Module4 (7 lectures)

Applications: Algebraic coding theory, cryptography, cryptology, Basic introduction to software packages like
Mathematica, Maple, PARI etc.

Suggested Readings
1. A. Das, Computational number theory, Chapman and Hall/CRC.
V. Shoup, A computational introduction to number theory and algebra, Cambridge University Press.
I. Niven, H. S. Zuckerman and H. L. Montgomery, An introduction to the theory of numbers, John Wiley.
J. von zurGathen and J. Gerhard, Modern computer algebra, Cambridge University Press.
R. Lidl and H. Niederreiter, Introduction to finite fields and their applications, Cambridge University Press.
A. ). Menezes, editor, Applications of finite fields, Kluwer Academic Publishers.
A Course in Computational Algebraic Number Theory, Cohen, Henri, springer.

Noukwn

Mapping of COs to Syllabus
Module1l | Module 2 Module3 | Module 4 |
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co1 H

C02 M H

CO3 M H L
co4 H

CO5 H
CO6 H

CSRT0154: REAL TIME SYSTEMS
(3 credits — 45 hours)

Course Outcomes
1. Recognize the characteristics of a real-time system in context with real time scheduling. (Remembering)
2. Describe concepts of Real-Time systems and modelling(Understanding)
3. Classify various resource sharing mechanisms and their related protocols.(Analysing)
4. Interpret the basics of real time communication by the knowledge of real time models and protocols.
(Evaluating)
Apply the basics of RTOS in interpretation of real time systems. (Applying).
6. Design a particular Real time system for solving real world problems.(Creating).

o

Module I: Introduction(8 Hours)

Definition, Typical Real Time Applications: Digital Control, High Level Controls, Signal Processing etc., Release
Times, Dead-lines, and Timing Constraints, Hard Real Time Systems and Soft Real Time Systems, Reference Models
for Real Time Systems: Processors and Resources, Temporal Parameters of Real Time Workload, Periodic Task
Model, Precedence Constraints and Data Dependency.

Module II: Real Time Scheduling(12 hours)

Common Approaches to Real Time Scheduling: Clock Driven Approach, Weighted Round Robin Approach, Priority
Driven Approach, Dynamic Versus Static Systems, Optimality of Effective-Deadline-First (EDF) and Least-Slack-
Time-First (LST) Algorithms, Rate Monotonic Algorithm, Offline Versus Online Scheduling, Scheduling Aperiodic and
Sporadic jobs in Priority Driven and Clock Driven Systems.

Module IlI: Resource Sharing (12 hours)

Effect of Resource Contention and Resource Access Control (RAC), Nonpreemptive Critical Sections, Basic Priority-
Inheritance and Priority-Ceiling Protocols, Stack Based Priority- Ceiling Protocol, Use of Priority-Ceiling Protocol in
Dynamic Priority Systems, Preemption Ceiling Protocol, Access Control in Multiple-Module Resources, Controlling
Concurrent Accesses to Data Objects.

Module IV: Real Time Communication (8 hours)

Basic Concepts in Real time Communication, Soft and Hard RT Communication systems, Model of Real Time
Communication, PriorityBased Service and Weighted Round-Robin Service Disciplines for Switched Networks,
Medium Access Control Protocols for Broadcast Networks, Internet and Resource Reservation Protocols.

Module V: Real Time Operating Systems and Databases (5 hours)

Features of RTOS, Time Services, UNIX as RTOS, POSIX lIssues, Characteristic of Temporal data, Temporal
Consistency, Con-currency Control, Overview of Commercial Real Time databases.
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Suggested Reading
1. R. Mall, Real-Time Systems, Pearson, 2007
2. P.A. Laplante, Real-Time Systems Design & Analysis, Willey , 2011
3. S.V.lyer& P. Gupat, Embedded Real-Time System Programming, Tata McGraw Hill , 2004
4. R.Kamal, Embedded System Architecture, Programming and Design, Tata McGraw Hill , 2007

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H
co2 H H M
co3 H M
co4 M H
CcOo5 H M H
Cco6 M M M

CSIR0155: INFORMATION RETRIEVAL
(3 credits — 45 hours)

Course Outcomes

1. Define Information Retrieval Systems and its objectives (Remembering)

2. Interpret models like vector-space, probabilistic, statistical, and other language models to identify how
they can be applied to the document retrieval problem. (Understanding)

3. Anticipate clustering algorithms like hierarchical agglomerative clustering and k-means algorithm.
(Analyze)

4. ldentify the basic concepts related to Tolerant Retrieval, evaluation of IR systems and Latent Semantic
Indexing. (Understanding)

5. Identify the concepts behind Query Expansion and Probabilistic Information Retrieval. (Understanding)

6. Discover XML Indexing Search and basic operations of image processing that support IR (Understanding)

Module 1 (10 lectures)
Introduction to Information Retrieval, Design Features of Information Retrieval Systems, Indexing, Elimination of
Stop Words, Stemming, Zipf's Law, Information Retrieval Models- Classical, Non-Classical, Alternative, Boolean
Model, Probabilistic Model, Vector Space Model, Term Weighting, Similarity Measures, Cluster Model, Fuzzy
Model, Latent Semantic Indexing Model
Module2 (15 lectures)
Tolerant Retrieval-Wild card queries, Permuterm index, Bigram index, spelling correction, Edit distance, Jaccard
coefficient, Soundex Evaluation of IR Systems, Relevance, Effectiveness Measures, Precision and Recall, User-
centered evaluation, Document, and concept clustering - hierarchical clustering, k-means, Web retrieval - Page
rank, difficulties of Web retrieval, Document clustering.
Module3 (10 lectures)
Eigen vectors, Singular value decomposition, Low-rank approximation, Problems with Lexical Semantics, Relevance
feedback, Rocchio algorithm, Probabilistic relevance feedback, Query Expansion and its types, Query drift,
Probabilistic relevance feedback, Probability ranking principle, Binary Independence Model, Bayesian network for
text retrieval.
Module4 (10 lectures)
Data vs. Text-centric XML, Text-Centric XML retrieval, Structural terms, Introduction to content Based Image
retrieval, Challenges in Image retrieval, Image representation, Indexing and retrieving images, Relevance feedback.
Suggested Readings

1. Introduction to Information Retrieval by Christopher D. Manning
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2. Natural Language Processing and Information Retrieval by Tanveer Siddiqui and U. S. Tiwary

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H M L L
co2 H M L L
co3 L H L L
coO4 L H H L
CO5 L L H L
Cco6 L L L H

€SQC0156: QUANTUM COMPUTING
(3 credits — 45 hours)

Course Outcomes

1. Explain the working of a Quantum Computing program, its architecture and program model.

2. Develop the mathematical foundation for Quantum Computing.

3. Understand the architecture of a Quantum Computing platform.

4. Program quantum algorithm on major toolkits.
Syllabus
Module 1 (6 hours)
Introduction to Quantum Computing - Motivation for studying Quantum Computing, Major players in the industry
(IBM, Microsoft, Rigetti, D-Wave etc.), Origin of Quantum Computing, Overview of major concepts in Quantum
Computing - Qubits and multi-qubits states, Bra-ket notation, Bloch Sphere representation, Quantum
Superposition, Quantum Entanglement
Module 2 (9 hours)
Mathematical Foundation for Quantum Computing, Matrix Algebra - basis vectors and orthogonality, inner product
and Hilbert spaces, matrices and tensors, unitary operators and projectors, Dirac notation, Eigen values and Eigen
vectors.
Module 3 (10 hours)
Building Blocks for Quantum Program, Architecture of a Quantum Computing platform, Details of q-bit system of
information representation - Block Sphere, Multi-qubits States, Quantum superposition of qubits (valid and invalid
superposition), Quantum Entanglement, Useful states from quantum algorithmic perceptive e.g. Bell State,
Operation on qubits: Measuring and transforming using gates, Quantum Logic gates and Circuit: Pauli, Hadamard,
phase shift, controlled gates, Ising, Deutsch, swap etc. Programming model for a Quantum Computing Program -
Steps performed on classical computer, Steps performed on Quantum Computer, Moving data between bits and
qubits.
Module 4 (20 hours)
Quantum Algorithms, Basic techniques exploited by quantum algorithms - Amplitude amplification, Quantum
Fourier Transform, Phase Kick-back, Quantum Phase estimation, Quantum Walks. Major Algorithms, Shor’s
Algorithm, Grover’s Algorithm, Deutsch’s Algorithm, Deutsch -Jozsa Algorithm. OSS Toolkits for implementing
Quantum program, IBM quantum experience, Microsoft Q, Rigetti PyQuil (QPU/QVM)
Suggested Readings

1. Michael A. Nielsen, “Quantum Computation and Quantum Information”, Cambridge University Press.

2. David McMahon, “Quantum Computing Explained”, Wiley
Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H
co2 H M
co3 M H M
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co4 M H

CSAD0157: AD HOC AND SENSOR NETWORKS
(3 credits — 45 hours)

Course Outcomes

Recall and Understand the concept design issues in ad hoc and sensor networks (Remembering)
Understand the different types of MAC protocols.(Understanding)

Apply the concept of routing protocol in adhoc network (Applying)

Analyse the TCP issues in adhoc networks. (Analysing)

Formulate the architecture and protocols of wireless sensor networks. (Evaluating)

ukhwNRE

Module 1 (9 hours)

Fundamentals of Wireless Communication Technology — The Electromagnetic Spectrum — Radio propagation
Mechanisms — Characteristics of the Wireless Channel -mobile ad hoc networks (MANETs) and wireless sensor
networks (WSNs) : architectures, Applications of Ad Hoc and Sensor networks. Design Challenges in Ad hoc
network

Module 2 (9 hours)

Issues in designing a MAC Protocol- Classification of MAC Protocols- Contention based protocols-Contention based
protocols with Reservation Mechanisms- Contention based protocols with Scheduling Mechanisms — Multi channel
MAC-IEEE 802.11

Module 3 (9 hours)

Issues in designing a routing and Transport Layer protocol for Ad hoc networks- proactive routing, reactive routing
(on-demand), hybrid routing- Classification of Transport Layer solutions-TCP over Ad hoc wireless Networks.
Module 4 (9 hours)

Single node architecture: hardware and software components of a sensor node — WSN Network architecture:
typical network architectures-data relaying and aggregation strategies -MAC layer protocols: self-organizing,
Hybrid TDMA/FDMA and CSMA based MAC- IEEE 802.15.4.

Module 5 (9 hours)
Issues in WSN routing — OLSR- Localization — Indoor and Sensor Network Localization-absolute and relative
localization, triangulation-Q0OS in  WSN-Energy Efficient Design-Synchronization-Transport Layer issues.

Suggested Readings

1. C. Siva Ram Murthy, and B. S. Manoj, “Ad Hoc Wireless Networks: Architectures and Protocols “, Prentice Hall
Professional Technical Reference, 2008.

1. Carlos De Morais Cordeiro, Dharma Prakash Agrawal “Ad Hoc & Sensor Networks: Theory and Applications”,
World Scientific Publishing Company, 2006.

2. Feng Zhao and Leonides Guibas, “Wireless Sensor Networks”, Elsevier Publication —2002.

3. Holger Karl and Andreas Willig “Protocols and Architectures for Wireless Sensor Networks”, Wiley, 2005

4. Kazem Sohraby, Daniel Minoli, & Taieb Znati, “Wireless Sensor Networks-Technology, Protocols, and
Applications”, John Wiley, 2007.

5. Anna Hac, “Wireless Sensor Network Designs”, John Wiley, 2003

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5

CO1 H
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CO02 M H

CO3 M

co4 M

CO5 M H

CSNNO0158: NEURAL NETWORKS AND DEEP LEARNING
(3 credits — 45 hours)

Course Outcomes

1. Summarize the role of Deep learning in Machine Learning Applications.(Understanding)
To design and implement Deep Learning Applications. (Creating)
Critically Analyse Different Deep Learning Models in Image Related Projects. (Analysing)
To design and implement Convolutional Neural Networks. (Applying)
Apply Deep Learning in NLP and Image Processing.(Applying)

ukhwn

Module I(12 hours)
INTRODUCTION TO ANN

Features , structure and working Computing Comparison of BNN and ANN, Backpropagation networks :
(BPN)Architecture of feed forward network, single layer ANN, multilayer perceptron, back propagation learning,
input - hidden and output layer computation, backpropagation algorithm, applications, selection of tuning
parameters in BPN, Numbers of hidden nodes, learning. Basics of Artificial Neural Networks -History of neural
network research, characteristics of neural networks terminology, models of neuron Mc Culloch — Pitts model,
Perceptron, Adaline model, Basic learning laws, Topology of neural network architecture,

Module 1l (9 hours)

TRAINING NEURAL NETWORK

Risk minimization, loss function, backpropagation, regularization, model selection, and optimization.Conditional
Random Fields: Linear chain, partition function, Markov network, Belief propagation, Training CRFs, Hidden
Markov Model, Entropy.

Module 11l (15 hours)

INTRODUCTION TO DEEP LEARNING ARCHITECTURES

Feed Forward Neural Networks,Gradient Descent, Back Propagation Algorithm, Vanishing Gradient problem,
Mitigation,RelU Heuristics for Avoiding Bad Local Minima, Heuristics for Faster Training, Nestors Accelerated
Gradient Descent, Regularization ,Dropout.CNN Architectures, Convolution, Pooling Layers, Transfer Learning,
Image Classification using Transfer Learning,LSTM, GRU, Encoder/Decoder Architectures ,Autoencoders, Standard-
Sparse, Denoising ,Contractive, Variational Autoencoders, Adversarial Generative Networks Autoencoder and DBM

Module IV (9 hours)

APPLICATIONS OF NEURAL NETWORKS DEEP LEARNING

Image Segmentation, Object Detection, Automatic Image Captioning, Image generation with Generative
Adversarial Networks,Video to Text with LSTM Models, Attention Models for Computer Vision, Case Study: Named
Entity Recognition, Opinion Mining using Recurrent Neural Networks, Parsing and Sentiment Analysis using
Recursive Neural Networks, Sentence Classification using Convolutional Neural Networks, Dialogue Generation
with LSTMs.

Suggested Readings

1. lan Good Fellow, YoshuaBengio, Aaron Courville, “Deep Learning”, MIT Press, 2017.
2. Francois Chollet, “Deep Learning with Python”, Manning Publications, 2018.
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3. Phil Kim, “Matlab Deep Learning: With Machine Learning, Neural Networks and Artificial Intelligence”,
Apress , 2017.

4. Ragav Venkatesan, Baoxin Li, “Convolutional Neural Networks in Visual Computing”, CRC Press, 2018.

5. Navin Kumar Manaswi, “Deep Learning with Applications Using Python”, Apress, 2018. 6. Joshua F. Wiley,
“R Deep Learning Essentials”, Packt Publications, 2016.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H
CO2 H M
co3 M H M
CO4 H
CO5 M M

CSBF0159: BLOCKCHAIN FUNDAMENTALS
(3 credits — 45 hours)
Course Outcome
1. The student will be able to identify the history, technology, and applications of Blockchain (Remembering)
The student will be able to explain Blockchain applications (Understanding)
The student will be able to demonstrate Blockchain concepts clearly and persuasively (Applying)
The student will be able to assess crypto currency exchanges and wallets safely (Evaluate)
The student will be able to create Crypto token (Create)

ukhwn

Module I (8 hours)

Distributed systems, Byzantine Generals problem, Consensus, History of Blockchain Technology, Cryptographic
Hashes, Digital Signatures, Peer to Peer Networks

Module 1l (12 hours)

Introduction to Blockchain, Generic elements of a Blockchain, Features of a Blockchain, Applications of Blockchain
technology, Tiers of Blockchain technology, Types of Blockchain, Hash-based Ledgers, Hash Validation - Proof Of
work, Proof of stake, UTXO Model, Wallets and Private Keys, Ask-the-Expert session

Module 111 (10 hours)

Consensus in Blockchain, , CAP theorem and Blockchain, Structure of a Block: Header, Merkle trees, Benefits and
limitations of Blockchain, Smart Contracts, Types of Blockchains

Module IV (10 hours)

Platforms to implement Blockchain: Ethereum — Ether, Gas, Solidity, Multichain - permission, asset, streams,
Hyperledger — Architecture, Framework (Fabric, Sawtooth Lake)

Module IV (5 hours)

Design Thinking, Business Awareness, Customer Handling, Case studies: Smart contract for crowd funding, Stock
market transactions.

Reference Books and Articles

¢ Arvind Narayanan, Joseph Bonneau, Edward Felten, Andrew Miller and Steven Goldfeder, Bitcoin and
Cryptocurrency Technologies: A Comprehensive Introduction, Princeton University Press (July 19, 2016).
e Wattenhofer, The Science of the Blockchain

¢ Antonopoulos, Mastering Bitcoin: Unlocking Digital Cryptocurrencies

¢ Satoshi Nakamoto, Bitcoin: A Peer-to-Peer Electronic Cash System

¢ DR. Gavin Wood, “ETHEREUM: A Secure Decentralized Transaction Ledger,”Yellow paper.2014.

* Nicola Atzei, Massimo Bartoletti, and Tiziana Cimoli, A survey of attacks on Ethereum smart contracts

Mapping of COs to Syllabus
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Course M1 M2 M3 M4
Outcomes
co1
Cco2
co3
co4
CO5
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CSCMO0160: CLOUD COMPUTING
(3 credits — 45 hours)

Course Outcomes

1. Define the various evolutionary steps of computation. (Remembering)

2. lllustrate security issues associated with cloud computation. (Understanding)

3. Apply the use of a virtual private cloud in Amazon web service andExperiment with the management
console for virtualization using hypervisors. (Applying)

4. Develop an application using map reduce program and create an application and deploy on real time
cloud platform like IBM Bluemix. (Creating)

5. Analyze the concepts of Big data and Hadoop components. (Analyzing)

6. Develop and assess a real time application deployed on cloud platform. (Creating/Evaluating)

Module 1(10 hours)

IntroductiontoCloudComputing,the EvolutionofCloudComputing,Hardware Evolution, InternetSoftware
Evolution,Server Virtualization,WebServicesDeliver fromtheCloud, Communication-as-a-Service,Infrastructure-as-
a-Service, Monitoring-as-a-Service, Platform-as-a-Service,Software-as-a-Service,BuildingCloudNetwork

Module 2 (13 hours)

Datainthe cloud:Relationaldatabases,Cloudfilesystems:  GFSandHDFS,BigTable,HBaseandDynamo.Map-Reduce
andextensions: Parallelcomputing, Themap-Reducemodel, Parallelefficiency ofMap-
Reduce,RelationaloperationsusingMap-Reduce,Enterprisebatch processingusingMap-Reduce,
Introductiontoclouddevelopment,Example/Applicationof Map-reduce.

Module 3 (14 hours)

Putting Security on the Spot with Questions: Understanding Security Risks, Reducing Cloud Security Breaches,
Implementing Identity Management, Benefits of identity management, Aspects of identity management, Playing
Detective: Detection and Forensics, Activity logs, HIPS and NIPS, Data audit, Encrypting Data, Creating a Cloud

Security Strategy

Module 4 (8 hours)

VirtualizationandtheCloud:VisualizingVirtualization,Characteristics, Usingahypervisorin
virtualization,Abstractinghardware assets,Managing Virtualization,Foundationalissues,
Abstractionlayer,Provisioningsoftware,Virtualizingstorage,Hardwareprovisioning,Security issues,

TakingVirtualizationinto theCloud.

Suggested Readings
1. CloudComputingforDummiesbyJudithHurwitz,R.Bloor,M.Kaufman,F.Halper, (Wiley India Edition)
Enterprise Cloud Computing by GautamShroff, Cambridge.
Cloud Security by Ronald Krutz and Russell Dean Vines, Wiley-India
Google Apps by Scott Granneman, Pearson
Cloud Security and Privacy by Tim Malhar, S. Kumaraswamy, S. Latif (SPD,O’REILLY)
Cloud Computing: A Practical Approach, Anthony T Velte, et.al McGraw Hill,
Cloud Computing Bible by Barrie Sosinsky, Wiley India

Noukwn

Mapping of COs to Syllabus
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Module 1

Module 2

Module 3

Module 4

co1

H

co2

H

cos3 H
co4 M H
Co5 H
CO6 H
co7 H
COo8 H

CSBA0161: BUSINESS ANALYTICS
(3 credits — 45 hours)

Course Outcomes

1. Define data analysis in business and about decision making. (Remembering)
Interpret data to establish new relationships and patterns. (Understanding)
Experiment with data, distribution of data and statistical inferences. (Applying)
Investigate and examine problems in business. (Analyzing)
Evaluate analytics to solve business problems. (Evaluating)
Propose business analytic approaches into effective courses of action. (Creating)

oukwN

Module 1 (11 hours)
Introduction to data analysis and decision making. Modeling and models.
Module 2 (12 hours)
Exploring data: Basic Concepts, distribution of single variables. Finding relationship among variables. Probability,
Probability distribution and decision making.
Module 3 (11 hours)
Sampling and sampling distribution. Similarity, Neighbors, and Clusters. Hypothesis Testing
Module 4 (11 hours)
Regression Analysis: estimating relationships. Regression Analysis: statistical inference. Time series analysis and
forecasting
Suggested Readings
1 Albright and Winston, Business Analytics: Data analysis and decision making (5™ edition).
2. Foster Provost and Tom Fawcett, Data Science for Business (1% edition) O’RELLY.

3

Mapping of COs to Syllabus
Module 1 Module 2 Module 3 Module 4

co1 H
co2 M H
co3 H M
cCO4 M H
CcOo5 H
co6 H

CSNT0162: COMPUTER NETWORKS (THEORY - 3 CREDITS)

Course Outcomes
1. Describe various technologies used for data communication (Understanding)
2. Identify possible errors in data transfer and solutions for them (Applying)
3. Describe the various protocols used in data communication (Remembering)
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4. Classify the routing protocols and analyze how to assign the IP addresses for the given network

(Applying)
5. Identify security issues in networks and available protection mechanisms (Applying)

Module 1 (10 hours)
Introduction to Computer networks, Topology of networks, Protocol Stack, OSI and TCP/IP models, Switching —
Circuit Switching, Packet Switching and Message Switching.
Module 2 (12 hours)
Data link layer, Types of errors, Error detection and correction, Hamming distance, Cyclic Redundancy Check(CRC),
checksum, Hamming code, Multiple Access, Random Access, ALOHA, pure ALOHA and slotted ALOHA, CSMA/CD
and SCMA/CA, Polling, Wired LANs, Ethernet - IEEE standards.
Module 3 (14 hours)
Network layer, Networking and Internetworking devices - Repeaters, Bridges, Routers, Gateways, Logical
addressing, Network Address Translation(NAT), Internet protocols, Address Mapping, Error reporting and
multicasting - Delivery, Forwarding and Routing algorithms, Distance Vector Routing, Link State Routing.
Module 4 (12 hours)
Transport layer, Process-to-process Delivery: UDP, TCP and SCTP, Congestion control and Quality of Service,
Application Layer, Domain Name Systems-Remote Login-Email FTP, WWW, HTTP, Introductory concepts on
Network management: SNMP.
Module 5 (12 hours)
Cryptography and Network Security: Introduction, Types of attacks, confidentiality and integrity, various
terminologies in cryptography, Basics of Symmetric Key Ciphers, block cipher and stream cipher, Basics of
Asymmetric Key Ciphers — RSA Cryptosystem. Message Digest: Hash Function, Digital Signature.
Suggested Readings

8. Data Communications and Networking, 4" Edition, Behrouz A Forouzan, 2007, TMH.

9. Computer Networks, 4" Edition, Andrew S Tannenbaum, 2003, PHI.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H
co2 H M
co3 H H H
co4 H
CO5 H

CSEC0163: E-COMMERCE & CYBER SECURITY
(3 credits — 45 hours)

Course Outcomes
1. Find the scopes of e-commerce and their association with different trade cycles.
Summarize the concept of business to consumer mode of transaction in e-commerce.
Present the legal issues associated with electronic documents, jurisdiction issues, copyrights etc.
Explain and categorize the in-depth knowledge of EDI and its constituent elements.
Evaluate the symmetric and asymmetric cryptosystem implementations on e-commerce.
Integrate the gathered knowledge on certain case studies like internet bookshops, electronic newspapers,
virtual auctions etc.

ouewN

Module 1(10 hours)
Definition,ScopeofE-Commerce,Hardwarerequirements,E-CommerceandTradeCycle,Electronic Markets, Electronic
Data Interchange and Internet Commerce. Business to Business E-Commerce: Electronic Markets, Electronic Data

188 | ADBU| Regulations and Syllabus|2021-22



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

Interchange (EDI):Technology, Standards(UN/EDIFACT),Communications, Implementations, Agreements, Security,
EDland Business, Inter-Organizationa IE-commerce.

Module 2(15 hours)

Risks-Paper Document vs. Electronic document, Authentication of Electronic document, Laws, Legal issues for
Internet Commerce: Trademarks and Domain names, Copyright, Jurisdiction issues, service provider liability,
Enforceable on line contract. Security Issues: Security Solutions-Symmetric and Asymmetric Cryptosystems, RSA,
DES,AES and Digital Signature, Protocols for secure messaging, Secure Electronic Transaction (SET)Protocol,
Electronic cash over internet, Internet Security.

Module 3 (10hours)

Consumertradetransaction,Internet,PageontheWeb,ElementsofE-CommercewithVB,ASP,SQL.

Module 4 (10 hours)

Internet bookshops, Software supplies and support, Electronic Newspapers, InternetBanking, Virtual Auctions,
Online Share Dealing, Gambling on the net, E-Diversity, Case studiesthroughinternet.

Suggested Readings
1. D. Whitley, E-Commerce-Strategy, Technologies and Applications, TMH.
2. K. K. Bajaj, E-=Commerce- The Cutting Edge of Business, TMH.
3. W. Clarke, E-Commerce through ASP, BPB.
4. M. Reynolds, Beginning E-Commerce with VB, ASP, SQL Server7.0 and MTS, Wrox.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H
Cc02 L H
Cco3 H
Co4 H M L
CO5 H
CO6 L H

CSIC0164: ICT FOR DEVELOPMENT
(3 credits — 45 hours)

Course Outcomes
1. Define the various terms and technologies used for Information and Communication System.
(Remembering)
2. Analyze the foundational and implementation issues of ICT.(Analyzing)
lllustrate the various impacts of ICTs on Social and Economical developments. (Understanding)
4. Classify and compare the models of e-Governance with ICTs and its impact on the Environment
sustainability. (Applying)
5. Conclude and evaluate the various aspects of ICTs in future. (Evaluating)

w

Module 1: Information and Communication System Overview

(12 lectures)

Definition of terms — Elements and Components — Basics of Information theory — Objectives of communications —
components and methods of communications — Hardware subsystem (PC, Network, Enterprise, Grid and Cloud
Computing) — Internet, Intranet, WEB technology in communication .

Module 2: Foundations and Implementation of ICT4D

(7 lectures)

ICTAD value chain, Technological foundations of ICT4D, Human foundations, Institutional foundations,
Implementing ICT4D: Strategy, Design and implementation, Adoption, monitoring and use.
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Module 3: ICTs for Economic and Social development

(11 lectures)

Economic growth: Development goal, ICTs and micro-economic growth, ICTs and meso-economic growth, ICTs and
macro-economic growth, Poverty eradication: Development goal, ICTs and financial poverty, ICTs and livelihoods,
Social development: Development goal, ICTs health, ICTs education.

Module 4: ICTs for e-Governance and Environment Sustainability

(10 lectures)

Good Governance: Development goal, ICTs for e-Services, ICTs for e-Accountability, ICTs for e-Democracy,
Environment Sustainability: Development goal, ICTs for e-Mitigation, e-Monitoring, e-Strategy, e-Adaptation, e-
Resillience.

Module 5: Future of ICT4D

(5 lectures)

Future directions, Development 2.0, Data intensive development, Open development.

Suggested Readings
10. The Language of ICT: Information and Communication Technology, Tim Shortis, 2001, Routledge.
11. Information and Communication Technology for Development (ICT4D), Richard Heeks, 2017,Taylor and
Francis.
12. Information and Communications Technologies for Development: A Comparative Analysis of Impacts and
Costs, Balaji, P. and Keniston, K

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H
c02 H
co3 M H M
co4 H
Cco5 H

CSCB0165: CYBER LAW AND ETHICS
(3 credits — 45 hours)
Course Outcomes

1. Identify knowledge related to the constitution and its legal issues in cyberspace. (Remembering)

2. Explain the different cybercrimes, and the related cyber laws. (Understanding)

3. Demonstrate the different perspectives of professional ethics and responsibilities of engineers.

(Understand)

4. lllustrate the concepts behind Cyber Torts, Intellectual Property Rights.(Understanding)

5. Describe the concepts in connection to dispute resolution in cyberspace. (Understanding)
Syllabus
Module 1 (10 lectures)
Constitutional & Human Rights Issues in Cyberspace Freedom of Speech and Expression in Cyberspace, Right to
Access Cyberspace — Access to Internet, Right to Privacy, Right to Data Protection, Cyber Crimes & Legal
Framework Cyber Crimes against Individuals, Institution and State, Hacking, Digital Forgery, Cyber
Stalking/Harassment, Cyber Pornography, Identity Theft & Fraud Cyber terrorism, Cyber Defamation.
Module2 (15 lectures)
Internet and Need for Cyber Laws, Modes of Regulation of Internet, Types of cyber terror capability, Net neutrality,
Types of Cyber Crimes, India and cyber law, Cyber Crimes and the information Technology Act 2000, Internet
Censorship. Cybercrimes and enforcement agencies, Scope & Aims of Engineering & Professional Ethics - Business
Ethics, Corporate Ethics, Personal Ethics. Engineering and Professionalism, Positive and Negative Faces of
Engineering Ethics, Code of Ethics as defined in the website of Institution of Engineers (India): Profession,
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Professionalism, and Professional Responsibility. Clash of Ethics, Conflicts of Interest. Responsibilities in
Engineering Responsibilities in Engineering and Engineering Standards, the impediments to Responsibility. Trust
and Reliability in Engineering
Module3 (10 lectures)
Cyber Torts Cyber Defamation, Different Types of Civil Wrongs under the IT Act 2000, Intellectual Property Issues
in Cyber Space Interface with Copyright Law, Interface with Patent Law, Trademarks & Domain Names Related
issues.
Module4 (10 lectures)
Dispute Resolution in Cyberspace, Concept of Jurisdiction, Indian Context of Jurisdiction, and IT Act, 2000.
International Law and Jurisdictional Issues in Cyberspace, Dispute Resolutions.
Suggested Readings

3. Engineering Ethics M. Govindarajan, S. Natarajan, V. S. Senthilkumar Prentice —Hall, 2004

4. Constitution of India, Professional Ethics and Human Rights Shubham Singles, Charles E. Haries, and et al
Cengage Learning India 2018
Justice Yatindra Singh, Cyber Laws, Universal Law Publishing Co, New Delhi.
Verma S, K, Mittal Raman, Legal Dimensions of Cyber Space, Indian Law Institute.
Jonthan Rosenoer, Cyber Law, Springer, New York.
Sudhir Naib, The Information Technology Act, 2005: A Handbook, OUP, New York.

PN,

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
CO1 H M L L
CO2 M H L L
co3 L H L L
co4 L L H L
CcOo5 L L L H

CSID0166: INTRODUCTION TO DATA SCIENCE
(3 Credits)

Course Outcomes

1. Recall the fundamental concepts used in data science.(Remembering)

2. Explain the key concepts in data science, including their real-world applications and the toolkit used by
data scientists. (Understanding)
Apply various statistical techniques to find the underlying facts on various datasets. (Applying)
Analyze the different data using statistical and machine learning techniques. (Analyzing)
Evaluate the effectiveness of various data visualization techniques for real life applications. (Evaluating)
Design and develop various data visualization methods for a given problem. (Creating)

oukw

Module I: (8Hours)
Introduction to core concepts and technologies: Introduction, Terminology, data science process, data science
toolkit, Types of data, Example applications.

Module IlI: (10 Hours)
Data collection and management: Introduction, Sources of data, Data collection and APIs, Exploring and fixing data,

Data storage and management, using multiple data sources.

Module IlI: (10 Hours)
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Data analysis: Introduction, Terminology and concepts, Introduction to statistics, Central tendencies and
distributions, Variance, Distribution properties and arithmetic.

Module IV: (10Hours)
Data visualization: Introduction, Types of data visualization, Data for visualization, Applications of Data Science
Technologies for visualization.

Module V: (7 Hours)
Recent trends in various data collection and analysis techniques, various visualization techniques, application
development methods used in data science.

Suggested Readings:
1. Cathy O’Neil and Rachel Schutt. Doing Data Science, Straight Talk from The Frontline. O’Reilly.
2. Jure Leskovek, Anand Rajaraman and Jeffrey Ullman. Mining of Massive Datasets. v2.1, Cambridge
University Press.
3. Rafael A. Erizarry. Introduction to data science: Data Analysis and Prediction Algorithms, CRC Press.

Mapping of COs to Syllabus

Module1 | Module 2 Module3 | Module4 | Module 5
co1 H M M M
Co2 H M M
co3 H
co4 H
CO5 H
CO6 H H

CSII0167: INTRODUCTION TO loT
(3 Credits)

Course Outcome
1. Recall the fundamental concepts of IoT. (Remembering)
2. Explain the different protocols and architecture of loT. (Understanding)
3. Apply various protocols to loT applications. (Application)
4. Develop loT applications to solve real world problems. (Creating)
Module I: (8 Hours)
loT - What is the 10T and why is it important? Elements of an loT ecosystem, Technology drivers, Business drivers,
Trends and implications, Overview of Governance, Privacy and Security Issues.

Module II: (12 Hours)
loT Protocols - Protocol Standardization for loT — Efforts — M2M and WSN Protocols — SCADA and RFIDProtocols —
Issues with loT Standardization — Unified Data Standards — Protocols — IEEE802.15.4-BACNet Protocol- Modbus — KNX
— Zighee— Network layer — APS layer Security

Module Ill: (9 Hours)
loT Architecture - 10T Open source architecture (OIC)- OIC Architecture & Design principles- loT Devices and
deployment models- loTivity : An Open source loT stack - Overview- loTivity stack architecture- Resource model and
Abstraction.
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Module IV: (10 Hours)

Web of Things - Web of Things versus Internet of Things — Two Pillars of the Web, Architecture
Standardizationfor WoT- Platform Middleware for WoT — Unified Multitier WoT Architecture — WoT Portals
andBusiness Intelligence.

Module V: (6 Hours)

loT Applications - 10T applications for industry: Future Factory Concepts, Brownfield loT, Smart Objects, Smart
Applications. Study of existing loT platforms /middleware, l1oT- A, Hydra etc.

Suggested Readings:

Text:

Honbo Zhou, “The Internet of Things in the Cloud: A Middleware Perspective”, CRC Press

Dieter Uckelmann, Mark Harrison, Michahelles, Florian (Eds), “Architecting the Internet ofThings”,
Springer,

David Easley and Jon Kleinberg, “Networks, Crowds, and Markets: Reasoning About a
HighlyConnected World”, Cambridge University Press.

Olivier Hersent, David Boswarthick, Omar Elloumi, “The Internet of Things — Key applicationsand
Protocols”, Wiley,

References:

e Vijay Madisetti and ArshdeepBahga, “Internet of Things (A Hands-on-
Approach)”,1st Edition, VPT.

e  Francis daCosta, “Rethinking the Internet of Things: A Scalable Approach to
ConnectingEverything”, 1st Edition, Apress Publications,

e CunoPfister, Getting Started with the Internet of Things, O“Reilly Media, 2011, ISBN: 978-1-
4493-9357-1ia, 2011, ISBN: 978-1-e 4493-9357-1

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
CO1 H H
C02 H H M
Cco3 H H M
Cco4 M M H H

CSDA0168: DATA STRUCTURES AND ALGORITHMS

(4 credits — 60 hours) (L-T-P:4-0-0)

Course Outcomes

1.

o vk wN

Explain the concept of different data types, primitive, derived and their representation and application through
coding. (Understanding)

Apply the concept of ADT and linear and nonlinear data types and their representation. (Applying)

Apply these data types in various applications like arithmetic expression evaluation and conversion. (Applying)
Explain the concept of Graphs and Trees and their real time application. (Understanding)

Develop various searching and sorting techniques. (Creating)

Choose and implement efficient data structures and apply them to solve problems. (Evaluating)

Module | Introduction

Introduction to data structures, Data Type, Abstract Data Type, Data Structure, Fundamental and Derived Data Types;
Pointers and Structures. Complexity analysis: Time and Space, asymptotic bounds.
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Module Il Arrays and Lists (16 Hours)

a)

b)

Array asadatastructure, Representation ofarrays:singleand multidimensional, Address calculation using column
and row major ordering; insertion and deletion in arrays; use of arrays for matrix representation and
manipulation (addition, multiplication), use of arrays for large integer representation and their addition.

Linked List as a data structure; operations on lists; singly linked list (with one or two external pointers), doubly
linked list, circular list; use of linked lists for polynomial representation and manipulation (addition and
multiplication), and sparse matrix representation and manipulation (inputting, adding, and displaying in matrix
form)

Module Il Stacks and Queues (14 Hours)

Stacks and Queues as data structures; implementation of stacks and queues using arrays and linked lists; Circular Queue, Priority
Queue; Application of stacks : Conversion of infix(containing arithmetic operators including exponential operator, and
parenthesis) to postfix and prefix expressions; evaluation of postfix expression

Module IV Trees and Graphs (16 Hours)

a)

b)

Binary Trees and General Trees, Representation of trees using linked lists, Binary tree traversal methods,
recursive and non-recursive algorithms for traversal methods, Binary search trees (creation, insertion and
deletion of a node), threaded binary trees (construct and traverse a right in-threaded binary tree); Height
balanced (AVL) binary trees (construct and traverse an AVL tree), multi-way search trees (construction and
traversal);B-tree(construction and traversal of a B-tree of given order)

Introducing Graphs; Graph representation : Adjacency matrix, adjacency lists, incidence matrix, Traversal
schemes : Depth first search, Breadth first search (Recursive and non- recursive algorithms); Shortest Path
algorithms (Dijkstra’s), Spanning tree, Minimal spanning tree algorithms (Kruskal’s algorithm)

Module V Searching and Sorting (14 Hours)

Linear and binary search, Indexed search; Hashing, Hash Functions (division method, mid square method, folding), Analysis of ideal
hash function; Conflict resolution (linear and quadratic probe, double hashing, separate chaining, coalesced chaining); Analysis of
collision resolution techniques; Sorting algorithms (Insertion, Selection, Bubble, Quick, Merge, Radix, Heap). Analysis of
recursive procedures: Master theorem, recursion tree.

Suggested Readings

8 Lipschutz, S., Data structures, Indian Adapted Ed, Tata McGraw Hill Publishing Company Limited, New
Delhi,2006

9 Gilberg, Richard F. Forouzan, and Behrouz A., Data Structures, 2nd Ed, Course Technology,Cengage
Learning, New Delhi, 2005.

10 Pai,GA,DataStructuresandAlgorithms,1stEd, TataMcgrawHillPublishingCompanyLimited,New
Delhi,2008.

11 Langsam,Augenstein,andTanenbaum,DataStructuresUsingCAndC++,2ndEd,PhiPublication,
New Delhi, 2007.

12 Krishnamoorthy R., Kumaravel, and G .Indirani, Data Structures Using C, 1st Ed., Tata Mcgraw Hill
Publishing Company Limited, New Delhi,2008.

13 Horowitz,Sahni,SusanFreed,FundamentalsofDataStructuresinC,2"Edition,Universitypress,
1997

14 AmiyaKumarRath,AlokKumarJagdev,DataStructuresusingC,2"Edition,ScitechPublication,New
Delhi,2009

Mapping of COs to Syllabus

Course Module
Outcomes
1 2 3 4 5
co1 H
Cc02 M H H
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co3 H M
co4 L H

COo5 M

coe L

CSOA0169: COMPUTER ORGANIZATION AND ARCHITECTURE

(4 credits — 60 hours) (L-T-P:4-0-0)
Course Outcomes

1. Relatethearchitecture and organization major components of modern computer systems. (Remembering)
2.  Explain the functioning and interconnection of major components of computer systems. (Understanding)

3. Applydifferentdesignissuesassociatedwiththedesignofanyarchitecture.Apply their logic in designing simple control unit, instruction
sets, instruction format, buses and register set etc. (Applying)

4. CompareandAnalysedifferentstyles,strategiesandformatsadoptedfordesigning theinstruction set, register set, memory
organization etc.(Analysing)

Assessvariousarchitecturesandtheirdesignconsiderations. (Evaluating)

6. Constructand organize a new architecture by considering various design issuesin order to make it more efficient with less
overhead. (Creating)

(4 Credits-60 hours)

Module | Introduction (10 hours)

Number representation; fixed and floating point number representation, |IEEE standard for floating point representation. Error
detection and correction codes: Hamming code. Digital computer generation, computer types and classifications, functional units
and their interconnections, buses, bus architecture, types of buses and bus arbitration. Register, bus and memory transfer.

Module Il Central Processing Unit (10 hours)

Additionandsubtractionofsignednumbers,lookaheadcarryadders. Multiplication: Signed operand multiplication, Booth’s Multiplication
Algorithm; Division Algorithm and array multiplier. Division and logic operations. Floating point arithmetic operation, Processor
organization, generalregister organization, stack organization and addressingmodes.

Module il Control Unit (12 hours)

Instruction types, formats, instruction cycles and subcycles (fetch and execute etc), micro- operations, execution of a complete
instruction. Hardwire and microprogrammed control: microprogramme sequencing, wide branch addressing, and microinstruction with
next address field, pre-fetching microinstructions, concept of horizontal and vertical microprogramming. Control Memory, Control
Word, Microinstruction, Microprogram, Mapping of Instructions; Instruction Formats (Three- Address Instructions, Two-
AddressInstructionsandZero-AddressInstructions); Addressingmodes.

Module IV Memory (10 hours)

Basic concept and hierarchy, semiconductor RAM memories, 2D and 2 1/2D memory organization. ROM memories. Cache
memories: concept and design issues ( performance, address mapping and replacement) Auxiliary memories: magnetic disk,
magnetic tape and optical disks Virtual memory: concept implementation.

Module V Input / Output (10 hours)

Input Output Interface, 1/O Bus, Memory Bus, Isolated 1/0, Memory-Mapped 1/0; Asynchronous Data Transfer, Strobe Control,
Handshaking; Modes of Transfer- viz. Direct Memory Access, Programmed 1/0, and Interrupt-Initiated I/O; Priority Interrupt
(Daisy-Chain Priority, Parallel Priority Interrupt, Priority Encoder); Input-Output Processor; Serial Communication(Character-
Oriented Protocol and Bit-Oriented Protocol).

Module VI Pipelining (8 hours)

Basic Concepts, performance, floating point arithmetic, operations, instruction pipelining in RISC, pipelining in computer arithmetic,
Data Hazard, Instruction hazard, Influence on Instructionset, datapathandcontrolsconsideration, Superscalar Operation.

Suggested Readings

M. Morris Mano, Computer System Architecture, Third Edition, Prentice Hall of India Pvt. Ltd., New Delhi, 2002.
V.CarlHamacher, ZvonkoG. VranesicandSafwat G. Zaky, Computer Organization, FourthEdition, McGraw Hill, 1996

William Stallings, Computer Organizationand Architecture, Sixth Edition, Prentice Hall of India Pvt. Ltd., New Delhi,
2002
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CO Mapping Table

Course Modules

Outcome 1 2 3 4 5 6
Cco1 M H M M

CO2 M H H

co3 H

CO4 H H

CO5 H M M

COo6 H

CS0S0170: OPERATING SYSTEMS
(4 credits — 60 hours) (L-T-P:4-0-0)
Course Outcomes
1. Elaborate what operating systems are, what they do and how they are designed and constructed.
(Creating)
2. Define process concept like process scheduling, inter-process communication, process synchronization
and concurrency. (Remembering)
3. Explain different memory management schemes, relate various approaches to memory management
and effectiveness of a particular algorithm. (Understanding)
4. Identify different page replacement algorithms to solve problems. (Applying)
5. Explain how the file system, mass storage and I/O are handled in a modern computer system.
(Remembering, Understanding)
6. Analyze the mechanisms necessary for the protection and security of computer systems. (Analysing)

Module | (15 hours)

a) Introduction to operating systems, Simple batch system, Multiprogramming and time sharing systems,
Personal computersystems, Parallel systems, Distributed systemsand Real time systems.

b)  Operating system structures: System components, protection system, OS services, System calls.

C) Process management: Process concept, Process scheduling, Operation on processes, Cooperating processes,
Interprocess communication, Threads CPU scheduling: Basic concepts, scheduling criteria, scheduling algorithms.

Module Il (15 hours)

a) Deadlocks: System model, Deadlock characterization methods for handling deadlocks, Deadlock prevention, Deadlock
avoidance, Deadlock detection, recovery from Deadlock. b)Memory Management: Background, Logical versus physical
address space, Swapping, Contiguous allocation, Paging, Segmentation.

c) Virtual Memory: Background, Demand paging, Performance of demand paging, Page replacement, Page replacement
algorithms, Allocation of frames, Trashing.

Module Il (15 hours)
File-system Interface: File concept, Access methods, Allocation methods, Directory implementation, Recovery.
Module IV (15 hours)

a) 1/0 Systems: Overview, I/0 hardware, Application of I/O interface, Kernel I/O - subsystem, Transforming
I/O requests to hardware operations.

b)  Secondary storage structure: Disk structure, Disk scheduling, Disk management, Swap space management, Disk
reliability, Case studies LINUX, WINDOW NT.

Suggested Readings
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1. AbrahamSilberschatz, Peter Bear Galvin, Operating systemconcepts, Addison Wesley.
2. Madnik and Donovan, Operating systems, McGraw Hill.
3.  Andrew, S. Tannenbaum, Modern operating system, PHI.
4. Harvey M. Deitel, Operating Systems, Second Edition, Pearson Education Pvt. Ltd.
5. William Stallings, Operating Systems, Prentice Hall of India.
6. Pramod Chandra P.Bhatt—An Introduction to Operating Systems, Concepts andPractice, PHI.
Course Module
Outcome
1 2 3 4

co1 H

co2 H

co3 H

co4 H

COo5 H M

Cco6 M H

MADMO0025: DISCRETE MATHEMATICS WITH APPLICATIONS
(4 credits — 60 hours)

Course Outcomes

Interpret a given logic sentence in terms of predicates, quantifiers, and logical connectives. (Understanding)
Solve a given problem using deductive logic and prove the solution based on logical inference. (Applying)
Classify the algebraic structure for a given a mathematical problem. (Analysing)

Evaluate Boolean functions and simplify expressions using the properties of Boolean algebra (Evaluating)
Develop the given problem as graph networks and solve with techniques of graph theory. (Creating)

ukwNe

Module I: Sets, Relation and Function (14 lectures)

Operations and Laws of Sets, Cartesian Products, Binary Relation, Partial Ordering Relation, Equivalence Relation,
Image of a Set, Sum and Product of Functions, Bijective functions, Inverse and Composite Function, Size of a Set,
Finite and infinite Sets, Countable and uncountable Sets, Cantor’s diagonal argument and The Power Set theorem,
Schroeder-Bernstein theorem. Principles of Mathematical Induction: The Well-Ordering Principle, Recursive
definition, The Division algorithm: Prime Numbers, The Greatest Common Divisor: Euclidean Algorithm, The
Fundamental Theorem of Arithmetic.

Module Il: Introduction to Counting ( 8 lectures)
Basic counting techniques-inclusion and exclusion, pigeon-hole principle, permutation and combination.

Modaule IlI: Propositional Logic: (12 lectures)

Syntax, Semantics, Validity and Satisfiability, Basic Connectives and Truth Tables, Logical Equivalence: The Laws of
Logic, Logical Implication, Rules of Inference, The use of Quantifiers. Proof Techniques: Some Terminology, Proof
Methods and Strategies, Forward Proof, Proof by Contradiction, Proof by Contraposition, Proof of Necessity and
Sufficiency.

Module 1V: Algebraic Structures and Morphism (14 lectures)

Algebraic Structures with one Binary Operation, Semi Groups, Monoids, Groups, Congruence Relation and
Quotient Structures, Free and Cyclic Monoids and Groups, Permutation Groups, Substructures, Normal Subgroups,
Algebraic Structures with two Binary Operation, Rings, Integral Domain and Fields. Boolean Algebra and Boolean
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Ring, Identities of Boolean Algebra, Duality, Representation of Boolean Function, Disjunctive and Conjunctive
Normal Form

Module V: Graphs and Trees (12 lectures)

Graphs and their properties, Degree, Connectivity, Path, Cycle,Sub Graph, Isomorphism, Eulerian and Hamiltonian
Walks, Graph Colouring, Colouring maps and Planar Graphs, Colouring Vertices, Colouring Edges, List Colouring,
Perfect Graph, definition properties and Example, rooted trees, trees and sorting, weighted trees and prefix codes,
Bi-connected component and Articulation Points, Shortest distances.

Suggested Readings

1. Kenneth H. Rosen, Discrete Mathematics and its Applications, Tata McGraw — Hill

2. Susanna S. Epp, Discrete Mathematics with Applications,4th edition, Wadsworth Publishing Co. Inc.

3. CL Liu and D P Mohapatra, Elements of Discrete Mathematics A Computer Oriented Approach, 3rd Edition by,
Tata McGraw — Hill.

4. ).P. Tremblay and R. Manohar, Discrete Mathematical Structure and It’s Application to Computer Science”, TMG
Edition, TataMcgraw-Hill

5. Norman L. Biggs, Discrete Mathematics, 2nd Edition, Oxford University Press.

6. Discrete Mathematics, Schaum’s Outlines Series, Seymour Lipschutz, Marc Lipson, Tata McGraw — Hill

Mapping of COs to syllabus

Module 1 Module 2 Module 3 Module 4 Module 5
co1 H
c02 H
co3 H
co4 M H
CO5 H

LABORATORY COURSES

CSNS6054: COMPUTER NETWORKS LAB
(2 credits)

Course Outcomes

1. Recall different basic networking commands and utilities and lean different network topologies and
associated network terminologies such as routing tables, ARP table etc. (Remembering)

2. Distinguish different header values of different layer protocols in a packet by using tools such as
Wireshark, tcpdump etc. (Analyzing)

3. Interpret the knowledge to view fragmentation, segmentation behavior of packets in a network.
(Understanding)

4. Apply the knowledge to analyze fragmentation, segmentation behavior of packets in a normal network
and hybrid network demanding special flag value set. (Applying)

5. Design network topology implementing different routing protocols that best suits a real time demand.
(Creating)

6. CO6: Judge which protocol operates in which layer and why by analyzing and observing network traces.
(Evaluating)

Mapping of COs to Syllabus
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Course M M M M M
Outcom 1 2 3 4 5
es
co1 H
Cco2 H H
co3 L H H
co4 H M H H
Co5 H
Cco6 M H L H

CSCD6055: COMPILER DESIGN LAB
(2 credits)

Course Outcomes

ounewnN

Recall and illustrate the different syntax of compiler construction tools like LEX and YACC.
(UNDERSTANDING, REMEMBERING)

Experiment with regular expression to match the pattern. (APPLYING)

Solve various problem using LEX and YACC.(CREATING)

Interpret the techniques of parsing practically. (UNDERSTANDING)

Analyze different rules using standard parser generator YACC.(ANALYZING)

Evaluate problems using both LEX and YACC together.(EVALUATING)

Detailed Syllabus
Module |

1
2.
3.

4

Module Il

Introduction to LEX and YACC. Preferable on UNIX but any other version is also acceptable.

Writing simple scanner for accepting and validating floating point numbers and fixed point numbers
Writing simple scanners for tokenizing C or BASIC programs. The Program will output the list of token
to a file and classify them by type of token

Writing a program to pick out comments in a C ++ program or a JAVAProgram

Developing a rudimentary C Preprocessor capable of handling the “define, ifdef, ifndef, include”
directives. More ambitious students can implement substitution of Macros with arguments.
Converting simple finite Automata into programs.

Write a program using LEX to find number of character, words and lines in an input file

Write a program using LEX to find all the words starting with a specific alphabet

Write a program using LEX to find number of comment lines in a C input file.

10. Write a program using LEX to identify an identifier.
11. Write a program using LEX to extract all the numbers from an input string.
12. Write a program using LEX to find and display all the floating point numbers from an input string.

Module Il

13.  Using LEX find a specific word and reverse the same and display.

14. Using LEX, display a word in pyramidal order.

15. Write a program to identify shortest string from an input file and reverse the string.
16. Find all the even numbers and find their summation.

17.  Find the largest number from an input string and reverse it.

18. Find all vowels from an input string

19. Using LEX find the summation of mathematical series.

20. Write a program to recognize the language {a,b,ab,aab,aaab,.......... }
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21
22,
23

24,
25.
26.
27.
28.
Module IV
2.
30.
31

32

Find all the numbers from an input file and check whether these are Armstrong number or not.
Extract all the words ending with punctuation symbol/

From a C source file, extract the following syntax,

a. Printf(“Anything”);

From a C source file, validate the format of “For loop”.

From a C source file, validate the format of “Do — while loop”.

From a C source file, validate the format of “If —then-else ” statement.

Validate the email address using LEX

Identify an input number as binary number and convert it to its corresponding decimal Number

Implementation of YACC for various parser to parse string

Using YACC, develop a simple calculator for various arithmetic operation

Validate a phone number with respect to ISD code, STD code and 6 digit number. If it s validated then
reverse the number (excluding ISD and STD code)

Find and display all the keywords from a C input file

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4
co1 H
CO02 H
co3 M H
co4 M H
CO5 M
co6 M M
CSPL6069: PROGRAMMING FOR PROBLEM SOLVING LAB
(2 credits)

Course Outcomes

1.
2.

Relate the programming logic (Remembering)
Illustrate the theoretical concepts learnt in C programming language. (Understanding)

Apply existing algorithms in writing programs using C language and also do graphics programming.

(Applying)

Analyze their skills for choosing the right data structure, functions, data types and develop logic to

write programs in C. (Analyzing)

Evaluate the sorting and searching algorithms through implementation in terms of correctness and

computation cost. (Evaluating)

Combine the various concepts and ideas leant in C to plan, propose and develop a product. (Creating)

Mapping of COs to Syllabus

Course M M M M M M
Outcom 1 2 3 4 5 6
es
co1 H L
COo2 H H
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Cco3 H M

Cco4 L H H
COo5 M L H

coé H H M

CSOP6070: OBJECT ORIENTED PROGRAMMING LAB
(2 credits)

List of Experiments
Course Outcomes

List various GUI and thus will be able to select the suitable GUI to resolve a given problem. (Remembering)
Compare the various utility class like vector, stack, Hash Table, String Tokenizer, etc. (Understanding)

3. Apply their knowledge to solve practical problems like reading from a dataset, writing into a file and develop
games using JAVA program. (Applying)

4.  Analyse the efficiency of various programs with respect to time and space complexity. They will also be able to
modify a weak program into a more efficient one. (Analyzing)

5. Evaluate the performance of various swing GUI components and design various applications using Swings,
depending upon the problem domain. (Evaluating)

6. Design various methods for drawing lines, rectangles, polygons and ovals and based on their practical knowledge
will be able to develop cost effective and user friendly applications. (Creating)

List of Experiments:

N o s N e

Program on concept of classes andobjects.

Programs on use of memorymanagement.

Programs using polymorphism — i) operator overloading ii) Dynamicbinding
Programs on use of operatoroverloading.

Programs on exception handling and use oftemplates.

Programs on filehandling

Design problem on stock and accounting of a small organization, railway reservation, payroll preparation
and optimizationproblem.

Mapping of COs to Syllabus

Course Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Exp 6 Exp 7

Outcomes

co1 H M M

CO2 M H

Cco3 M H

CO4 H H L

CO5 H

Cco6 L H H

CSDC6071: DIGITAL ELECTRONICS LAB
(2 credits)

Course Outcomes

1. Recall the truth table of all logic gates. (Remembering)
2. Explain the working of combinational and sequential logic circuits. (Understanding)
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3. Model the structure and behavior of digital logic circuits using hardware description language.
(Applying)

4. lllustrate the truth table and timing diagram for combinational and sequential logic circuits.
(Analysis)

5. Design combinational and sequential logic circuits for given problem statements. (Creating)

List of Experiments
1 Tostudy the Truth tables of logicgates

2 Torealize half/full adder and half/full adder subtractor
3 Simulation withVDHL

1) Adders

Il) Subtractors

iii) Logic gates

iV) MUX and DEMUX

Mapping of Cos to syllabus

Course Experiment 1 Experiment 2 Experiment 3
Outcomes
co1 H
CO2 H M
CO3 H M
CO4 H L
CO5 H

CSDS6072: DATA STRUCTURE AND ALGORITHM LAB
(2 credits )

Course Outcomes

1. Explain the concept of different data types, primitive, derived and their representation and application through
coding. (Understanding)

Apply the concept of ADT and linear and nonlinear data types and their representation. (Applying)

Apply these data types in various applications like arithmetic expression evaluation and conversion. (Applying)
Explain the concept of Graphs and Trees and their real time application. (Understanding)

Develop various searching and sorting techniques. (Creating)

o U e wN

Choose and implement efficient data structures and apply them to solve problems. (Evaluating)

Solution of problems on
1 dynamic memoryallocation
structures and pointers tostructures
Arrays
Stacks and Stack application,Queues
Linked Lists, Circular and Doubly LinkedLists.
Binary Trees
Searching and data modification: Linear Search, Binary Search,Hashing.
SortingTechniques:Selection,Insertion,Bubble,Merge,Heap,Quick,Radix,andMerge-Sort.

o ~No ok N

Mapping of Cos to syllabus

202 | ADBU| Regulations and Syllabus|2021-22



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

CourseOutcomes
Experiment

1 2 3 4 5 6 7 8
Cco1 M
coz2 H H H
Co3 M
Cco4 H H
CO5 L M H
CO6 H H

CSRD6074: DATABASE MANAGEMENT SYSTEMS LAB
(2 credits)
Course Outcomes
1. Define various types of SQL commands and structure of PL/SQL programming (Remembering)
2. Explain which command would be used for a given query (Understanding)
3. Apply correctly use the techniques, components and tools of a typical database management system to
build a comprehensive database information system (Applying)
Apply SQL commands and PL/SQL programs to solve problems related to database tables. (Applying)
Compare and contrast the various ways of solving a query for optimization. (Analysing)
Evaluate and justify the database designed for any database project (Evaluating)
Design schema diagrams for handling database projects (Creating)

No vk

(10 different Programs to be created and executed on the following areas)
1. Use of SQL Syntax: Insertion, Deletion Join), Updating using SQL.
2. Program segments in embedded SQL using C as host language to find the average grade point
of a student, etc.

3. Program for Log based data recovery technique.
4, Program on data recovery using check point technique.
5. Concurrency control problem using lock operations.
6. Use of package (ORACLE) for programming approaches.
7. Use of package (DB2) for programming approaches.
8. Programs on JDBC/ODBC to employee’s / student’s information of a particular department.
Mapping of COs to Syllabus
Course Experiment
Outcomes
1 2 3 4 5 6 7 8
co1 H
Co2 H M
Cco3 M M H H
co4 H H
CO5 H
co6 M H H
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co7 M H H M

CSAD6075: DESIGN AND ANALYSIS OF ALGORITHMS LAB
(2 credits)

Course Outcomes

1. List existing algorithms and recall how to analyse them using graph notation. (Remembering)

2. Demonstrate the existing algorithms. (Understanding)

3. Apply existing algorithms in designing different applications. (Applying)

4. Analyze execution time of standard algorithms. (Analyzing)

5. Evauate algorithms in terms of time and space efficiency. (Evaluating)

6. Create efficient applications by using right algorithm depending on input pattern and size. (Creating)
Syllabus

1. Using Graph notation to prove that bubble sort algorithm has time complexity (n*2)

2. Implement the Dynamic programming technique and Analyse the algorithm using the graph notation.

3. Implement the Greedy programming technique and Analyse the algorithm using the graph notation.

4. Implement the Divide and Conquer technique and Analyse the algorithm using the graph notation.

5. Design a small file compressor and de-compressor by using Huffman coding technique

Mapping of COs to Syllabus

Course Experiment
Outcomes

1 2 3 4 5
Co1 H
Co2 H H
Co3 H
co4 M M M
CO5 H
Co6 M

CSDT6076: ADVANCED DATA STRUCTURES LAB
(3 Credits)
Course Outcomes:

1.
2.
3.

4.
5.

Demonstrate and explain the various operations of Binary search trees. (Understanding)

Develop a program to implement B-Trees and 2-3 Trees. (Applying)

Develop a program and test for the pattern matching algorithms like Bayer-Moore and Knuth-Morris-Pratt
algorithms. (Creatiing)

Demonstrate the implementation of compression algorithms using program. (Understanding)

Develop algorithms for text processing applications. (Creating)

Program List:
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Experiment List of Experiments

No.

Module 1

1 Implementation of BST and AVL trees.

2 Implementation of 2-3 trees, B-trees.

3 Implementation of Red Black Trees

Module 2

4 Pattern matching using Boyer-Moore algorithm.

5 Knuth-Morris-Pratt algorithm for pattern matching.

Module 3

6 Huffman Algorithm for data compression.

7 Finding Longest Common Subsequence using a dynamic programming technique.
8 Implementation of Standard tries, Suffix tries and Compressed tries
Module 4

9 Construction of Priority Search Trees, Searching in a Priority Search Tree.
10 Construction of Priority range Trees

Module 5

11 Implementation of Quad Trees

Suggested Readings:

1. Mark Allen Weiss, Data Structures and Algorithm Analysis in C++, 2nd Edition, Pearson, 2004.
2. M T Goodrich, Roberto Tamassia, Algorithm Design, John Wiley, 2002.

Mapping of COs to Syllabus

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H
CO02 H
co3 M
co4 H M
CO5 H

CSAA6078: ADVANCED ALGORITHM LAB

(3 Credits)

Course Outcomes

1. Recall and explain the fundamentals of design and analysis of basic data structures and experiment with
the implementation process. (Remembering, Understanding, Applying)
2. Examine and evaluate the concepts in the specification and analysis of programs. (Analysing, Evaluating)
3. Elaborate the principles for good program design, especially the uses of data abstraction. (Creating)
Module 1:

O uhs WNE

. Program to find Breadth First Search of a graph.

. Program to find Depth First Search of a graph.

. Program to find strongly connected components of a graph.

. Implement Prim’s algorithm to find a minimal spanning tree of a graph.

. Implement Kruskal’s algorithm to find a minimal spanning tree of a graph.
. Implement Dijkstra’s algorithm to find the shortest path in a graph.

Module 2:
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7. Implementation of algorithms to compute a maximum weight maximal independent set.
8. Implementation of graph matching algorithms.

9. Implementation of Ford-Fulkerson Method to compute maximum flow.

10. Implementation of Edmond-Karp maximum-flow algorithm.

Module 3:

11. Implement Strassen’s Algorithm.

12. Implement Floyd Warshall Algorithm.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3
co1 H M
co2 M H M
co3 M H

CSDV6079: DATA VISUALISATION LAB
(2 credits)

Course Outcomes

1. Recall the design process to develop visualization methods and visualization systems, and methods for their
evaluation. (Remembering)

2. Create and process data and visual mapping and the visualization (Creating).
3. lllustrate an understanding of large-scale abstract data. (Understanding)
4.  Analyse data in various perspectives. (Analysing)
5. Evaluate the results generated from various applications. (Evaluating)
6. Create visualization methods for different applications. (Creating)
List of Experiments

1 Program to recursively subdivide a tetrahedron to form a 3D Sierpinski gasket. The number of

recursive steps is to be specified by the user.

Program to implement Liang-Barsky line clipping algorithm.

Program to draw a color cube and spin it using OpenGL transformation matrices.

Program to create a house-like figure and rotate it about a given fixed point using OpenGL functions.

Program to implement the Cohen-Sutherland line-clipping algorithm. Make provision to specify the

input line, window for clipping and view port for displaying the clipped image.

6. Program to create a cylinder and a parallelepiped by extruding a circle and quadrilateral respectively.
Allow the user to specify the circle and the quadrilateral.

7. Program, using OpenGL functions, to draw a simple shaded scene consisting of a teapot on a table.
Define suitably the position and properties of the light source along with the properties of the
properties of the surfaces of the solid object used in the scene.

8 Program to draw a color cube and allow the user to move the camera suitably to experiment with
perspective viewing. Use OpenGL functions.

9. Program to fill any given polygon using scan-line area filling algorithm. (Use appropriate data structures.)

10. Program to display a set of values {fij} as a rectangular mesh. Project: 11. Develop a suitable Graphics
package to implement the skills learnt in the theory and the exercises indicated in Part A. Use
the OpenGL..

11. Program to recursively subdivide a tetrahedron to form 3D Sierpinski gasket. The number of
recursive steps is to be specified by the user.

12. Program to implement Liang-Barsky line clipping algorithm.

13. Program to draw a color cube and spin it using OpenGL transformation matrices.

o wN
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14. Program to create a house-like figure and rotate it about a given fixed point using OpenGL functions.
15. Program to implement the Cohen-Sutherland line-clipping algorithm. Make provision to specify the
input line, window for clipping and view port for displaying the clipped image.

Program to create a cylinder and a parallelepiped by extruding a circle and quadrilateral respectively.
Allow the user to specify the circle and the quadrilateral.

17. Program, using OpenGL functions, to draw a simple shaded scene consisting of a tea pot on a table.
Define suitably the position and properties of the light source along with the properties of the
properties of the surfaces of the solid object used in the scene.

Program to draw a color cube and allow the user to move the camera suitably to experiment with
perspective viewing. Use OpenGL functions.

19. Program to fill any given polygon using scan-line area filling algorithm. (Use appropriate data
structures.) Program to display a set of values {fij} as a rectangular mesh.

Project: 1. Develop a suitable Graphics package to implement the skills learnt in the theory and the
exercises indicated in Part A. Use the OpenGL.

16.

20.

CSEN6080: DATA ENCRYPTION AND COMPRESSION LAB
(3 Credits)

Course Outcomes

1. Recall the different encryption techniques adopted in both traditional and modern cryptographic
mechanisms. (Remembering)

2. Interpret cryptographic algorithms, and their countermeasures. (Understanding)

3. Apply fundamental cryptographic approaches in solving related problems. (Applying)

4. Analyse the working of the different encryption and compression algorithms. (Analysing)

5. Compare and contrast the working of different data encryption and compression mechanisms.
(Evaluating)

6. Choose appropriate encryption and compression algorithms to build real-world systems.
(Creating)

Module 1:

1. Implementation of run length encoding

2. Implementation of Lempel-Ziv coding

Module 2:

3. Implementation of Huffman Encoding of a sequence

4. Implementation of Huffman Decoding of a compressed bit sequence.
Module 3:

5. Implementation of RC4 algorithm.

6. Implementation of S-DES algorithm for data encryption
Module 4:

7. Implementation of RSA Algorithm

Module 5:

8. Implementation of SHA

9. Implementation of MD5

Module 6:

10. Implementation of JPEG algorithm.

Mapping of COs to Syllabus:

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6
co1 H M
co2 M H M
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CO3 M H M

co4 M H M

CO5 L H M
CO6 M H
CSMI6081: MINI PROJECT WITH SEMINAR

(2 Credits)

Course Outcomes

1. Recall the software development life cycle and fundamental phases of system/application/software design
and research. (Remembering)

2. Explain how to carry out a project work and explain the importance of different phase of a system design,
workflow and time estimation with research outlook. (Understanding)

3. Implement a system and plan how to perform research for real time application along with hardware and
softwares. (Applying)

4. Compare the feasibility of a project in terms of time, effort and money.(Analyze)

5. Evaluate a project based on its efficiency applicability robustness, user friendliness etc., with socio
economic factors (Evaluating)

6. Design applications by critically examining and scientifically designing each phase of the project.(Creating)

CS0S6082:
(2 Credits)

OPERATING SYSTEMS LAB

Course Outcomes
1. Recall and label the basic commands in Linux. (Remembering)

o vk wnN

© O NV A WwN

10.

Classify system calls, library functions calls to write on standard output device (Understanding)
Experiment with shell programs.(Applying)

Analyze and compare between different file systems like ext4/FAT/NTFS.(Analyzing)

Construct programs on process scheduling, page replacement algorithms.(Creating)

Evaluate free space management using programs.(Evaluating)

Simple Unix-C programs: Programs using system calls, library function calls to display and write strings
on standard output device and files.

Programs using fork system calls.

Programs for error reporting using errno, perror( ) function.

Programs using pipes.

Shell programming.

Programs to simulate process scheduling like FCFS, Shortest Job First and Round Robin.
Programs to simulate page replacement algorithms like FIFO, Optimal and LRU.
Programs to simulate free space management.

Programs to simulate virtual memory.

Programs to simulate deadlock detection.

11. Study of file systems: UNIX/FAT/NTFS.
12. Study of Windows registry.

Suggested readings
E-resource for learning: Linux-Ubuntu, www.spoken-tutorial.org

Mapping of COs to Syllabus
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Course .
Outcomes Experiment
1 2 3 4 5 6 7 8 9 10 11 12
co1 H M L
coz H| M M L
Cco4 H
o5 H H H
Cco6 H M M

CSDC6083/CSDC6049: DATA COMMUNICATION LAB
(2 Credits)
Course Outcomes

uhwh e

6.

Define various networking devices and various networking commands(REMEMBERING)

lllustrate different network topology (UNDERSTANDING)

Apply different networking protocol in different network topology. (APPLYING)

Compare different topology and functioning of different protocols. (ANALYSING)

Assess the types of network required for an organization, Depending on availability of hardwares
and softwares (CREATING)

Construct a HTTP server and implement various commands (EVALUATING)

Experiments can be done using simulation software like CISCO Packet Tracer or any other relevant simulation software or by
using hardware.

1

PC-to-PC communications under WinXP/Win98 direct cable connection with null modem

a. Using serial ports and RS-232 C cable connection, and

b. Using parallel ports and direct parallel cable connection.

PC-to-PC communications under WinXP/Win98 dial-up networking with modem and 4- line exchange.

PC-to-PC communications under WinXP/Win98 hyper terminal with modem and 4-line exchange.

Simple file transfer between two systems (without protocols): By opening socket connection to a

server on one system and sending a file from one system to another.

Writing a Chat application:

a. One-One: By opening socket connection and displaying what is written by one party to the other.

b. Many-Many (Broad cast): Each client opens a socket connection to the chat server and writes to
the socket. Whatever is written by one party can be seen by all other parties.

Introduction to Packet Tracer

Simulation of Telnet: Provide a user interface to contact well-known ports, so that client- server

interaction can be seen by the user.

TFTP- Client: Todevelop a TFTP client for file transfer.

HTTP-Server: Develop a HTTP server to implement the commands — GET, POST, HEAD, DELETE. The

server must handle multiple clients.

Mapping of COs to Syllabus
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Module 1 Module 2 Module 3 Module 4
Co1 H M
Cco2 H M
co3 H H H
co4 M M
CO5 M M M
co6 M H

CSMI6084: MINI PROJECT |
(2 Credits)

Course Outcomes

1. Recall the software development life cycle and fundamental phases of system/application/software
design and research. (Remembering)

2. Explain how to carry out a project work and explain the importance of different phase of a system

design, workflow and time estimation with research outlook. (Understanding)

Implement a system and plan how to perform research for real time application. (Applying)

Compare the feasibility of a project in terms of time, effort and money.(Analyze)

5. Evaluate a project based on its efficiency applicability robustness, user friendliness etc., with socio
economic factors (Evaluating)

6. Design applications by critically examining and scientifically designing each phase of the
project.(Creating)

W

CSMI6091: MINI PROJECT Il
(2 credits)

Pw

6.

Recall the software development life cycle and fundamental phases of system/application/software
design and research. (Remembering)

Explain how to carry out a project work and explain the importance of different phase of a system design,
workflow and time estimation with research outlook. (Understanding)

Implement a system and plan how to perform research for real time application. (Applying)

Compare the feasibility of a project in terms of time, effort and money.(Analyze)

Evaluate a project based on its efficiency applicability robustness, user friendliness etc., with socio
economic factors (Evaluating)

Design applications by critically examining and scientifically designing each phase of the project.(Creating)

CSDI16092: DISSERTATION- | / INDUSTRIAL PROJECT
(10 Credits)

Course Outcomes

1.

ok WwN

Recall the enhanced research areas which can be undertaken (Remembering).

Illustrate the research gap within the topic that he / she undertakes (Understanding).
Apply algorithm to solve the problem stated (Applying).

Analyse and categorize the data to be collected to carry on with the research (Analysis).
To evaluate the outcome which is expected from the research (Evaluating).

Create and implement the methodology to have an outcome (Creation).

CSDI6093: DISSERTATION 11
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(16 Credits)
Course Outcomes

Recall and relate desertation phase | to identify the basic problem specific outcome (Remembering).
lllustrate the research gap within the topic that he / she undertakes (Understanding).

Make use of the algorithm implemented in Phase | for accuracy (Application).

Compare the results with the existing system to identify its accuracy (Analysis).

Evaluate and summarize the outcome which is expected from the research (Evaluating).

creating an outcome based on the methodology implemented (Creation).

ok wNPE

CSPP6094: PARALLEL AND DISTRIBUTED ALGORITHMS LAB
(2 credits)

Course Outcomes

1.
2.

w

Syllabus

N

w

10.

N U Re

List the MPI, OpenMP, Pthread, and Java Thread data types and functions. (Remembering)

Explain the MPI, OpenMP, Pthread, and Java Thread primitives available for parallel and distributed
programming. (Understanding)

Apply MPI, OpenMP, and Pthread primitives to implement parallel and distributed programs. (Applying)
Analyze errors in parallel/distributed programs due to data races, deadlocks, overlapping buffers, type
mismtches, and leaks. (Analyzing)

Evaluate the efficiency of given parallel/distributed programs. (Evaluating)

Formulate a parallel/distributed approach to solve a given problem. (Creating)

Introduction to distributed memory programming with MPI

Introduction to shared memory programming with OpenMP/Pthreads
Pthreads: Starting, Running, and Stopping Threads; Producer-Consumer Synchronization and Semaphores;
Barriers and Condition Variables

Write programs to parallelize the Trapezoidal Rule

Write programs to parallelize sorting algorithms

Write programs to parallelize Matrix-Vector and Matrix-Matrix Multiplication
Write programs to implement multi-threaded linked list

Write programs to parallelize tree search

Write programs to parallelize n-body solvers

Introduction to Java Threads

Suggested Readings

1. Peter Pacheco, An Introduction to Parallel Programming, Morgan Kaufmann, 2011.

2. Michael J Quinn, Parallel Programaming in C with MPl and OpenMP, McGraw Hill, 2017.

3. Ananth Grama, George Karypis, Vipin Kumar and Anshul Gupta, Introduction to Parallel Computing, Pearson
Education India, 2004.

Mapping of COs to Syllabus

Course Experiment
Outcomes
1 2 3 4 5 6 7 8 9 10
co1 H H H
CO2 H H H
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Co3 H H H

co4 H H H

CO5 H H H H

CSAC6095: ADVANCED COMPUTER ARCHITECTURE LAB
(2 credits)

Course Outcomes
1.
2.

ounew

Syllabus

N

w

LR NU A

Describe techniques for building instruction, arithmetic and memory access pipelines. (Remembering)
Discuss the basic concepts associated with parallel computing environments, pipelining, and parallel
programming. (Understanding)

Apply program transformation techniques to remove data dependencies. (Applying)

Analyze code segments to identify data dependencies. (Analysing)

Assess collision free schedules for pipelines. (Evaluating)

Develop programs for different parallel processing models including shared memory programming and
distributed computing. (Creating)

Introduction to distributed memory programming with MPI

Introduction to shared memory programming with OpenMP/Pthreads

Pthreads: Starting, Running, and Stopping Threads; Producer-Consumer Synchronization and Semaphores;
Barriers and Condition Variables

Write programs to parallelize the Trapezoidal Rule

Write programs to parallelize sorting algorithms

Write programs to parallelize Matrix-Vector and Matrix-Matrix Multiplication

Write programs to implement multi-threaded linked list

Write programs to parallelize tree search

Write programs to parallelize n-body solvers

10. Introduction to Java Threads

Suggested Readings

N

Peter Pacheco, An Introduction to Parallel Programming, Morgan Kaufmann, 2011.

Michael J Quinn, Parallel Programming in C with MPI and OpenMP, McGraw Hill, 2017.

Ananth Grama, George Karypis, Vipin Kumar and Anshul Gupta, Introduction to Parallel Computing,
Pearson Education India, 2004.

Mapping of COs to Syllabus

M1 M2 M3 M4
co1 H
COo2 H M M H
Co3 H
co4 H
CO5 H
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Ccoe

L M ‘ H ‘

CSML6096: MACHINE LEARNING LAB
(2 Credits)

Course Outcomes

1.

ukhwn

Apply various classification algorithms to solve classification problem on real world data. (Applying)
Apply Clustering algorithms to solve any clustering problem. (Applying)

Analyse the performance of various classification algorithms. (Analysing)

Select appropriate models for solving a specific problem. (Evaluating)

CO5: Design neural network based classifiers to classify real world data. (Creating)

List of Experiments

1.

ouew

N

10.
11.

12.

13.

Write a program to implement Linear Regression. Use an appropriate dataset to illustrate the working of
linear regression.

Write a program to implement Decision Tree. Illustrate the classification of sample data using an
appropriate dataset.

Write a program to demonstrate the classification of sample data using KNN algorithm.

Write a program to implement Bayes Classifier for the classification of sample data.

Write a program to implement logistic regression for the classification of sample data.

Write a program to implement Support Vector Machine. Illustrate the classification of sample data using
an appropriate dataset.

Write a program to demonstrate the classification of sample data using Random Forest algorithm.
Performance analysis of various classification methods using standard matrices applied on confusion
matrix.

Write a program to implement K-Means Clustering Algorithm.

Write a program to implement Agglomerative Clustering Algorithm.

Write a program to implement a classifier using MLP. Use appropriate dataset to demonstrate the process
of classification.

Write a program to implement a sample CNN. Use appropriate dataset to test the performance of the
classifier.

Implement transfer learning using state of art CNN models. Use appropriate dataset to test the
performances of such models.

Mapping of COs to Syllabus

Course Experiment

Outcome | 1 2 3 4 5 6 7 8 9 10 11 12 13
co1 H H H H H H H H

Co2 H H

CO3 H H
cCO4 H H
CcO5 H H

CSCC6097: COMPUTATIONAL COMPLEXITY LAB
(2 credits)

Course Outcomes
1.

Classify decision problems into appropriate complexity classes, including P, NP, PSPACE and complexity
classes based on randomized machine models and use this information effectively. (Understanding)
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4.

State precisely what it means to reduce one problem to another, and construct reductions for simple
examples. (Remembering)

Classify optimization problems into appropriate approximation complexity classes and use this
information effectively. (Applying)

Use the concept of interactive proofs in the analysis of optimization problems. (Applying)

Experiments:

1.
2.
3.

4

Programs to illustratespace complexity, complexity classes, and hierarchy theorems.
Problems and proofs on reductions of decision and optimization problems.

Problems on randomness in computation, combinatorial optimization problem, polynomial
approximations schemes.

Proofs such as interactive proofsand their relation to approximation.

Suggested Readings

Computational Complexity - A Modern Approach, Sanjeev Arora and Boaz Barak, Cambridge University
Press, 2009.
Computational Complexity Theory, Steven Rudich and Avi Wigderson, American Mathematical Society.

Mapping of COs to Syllabus

Exp 1 Exp 2 Exp 3 Exp 4
CO1 H M
CO2 M H M
CO3 L H M
CoO4 L H

CSDS6098: DISTRIBUTED SYSTEMS LAB
(2 credits)

List of programs:

Module |

1. Implement client-server application using socket programming.

Module Il

2. Implement peer-to-peer application using socket programming.

Module 111

3. Implement consensus algorithms to allow agreement among processes running in a peer-to-peer
environment.

Module IV

4. Implement algorithms to synchronize clocks to create a common logical clock among peers in a
distributed environment.

Module V

5. Understand the concept of map-reduce and implement it in a distributed environment.

Course Outcomes:

1.

w

Describe the basic technique of establishing a client-server network using python socket programming.
(Remembering)

Discuss the basic concepts associated with peer-to-peer networking using python socket libraries.
(Understanding)

Apply consensus algorithms to a distr